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Abstract

Figurative speech detection has emerged as a critical task in natural language processing (NLP), enabling machines
to comprehend non-literal expressions such as metaphor, irony, and sarcasm. This study presents a systematic
literature review with a multilevel analytical framework, examining figurative language across lexical, syntactic, semantic,
discourse, and pragmatic levels. We investigate the interplay between feature engineering, model architectures, and
annotation strategies across different languages, analyzing datasets, linguistic resources, and evaluation metrics.
Special attention is given to the challenges posed by morphologically rich and low-resource languages, where deep
learning dominates but rule-based and hybrid approaches remain relevant. Additionally, we discuss methodological
trends, limitations, and future research directions, emphasizing the need for multimodal integration and explainable Al
techniques. By structuring our analysis through linguistic and computational levels, this review aims to facilitate the

development of more robust and inclusive figurative speech detection systems.
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Introduction

Natural Language Processing (NLP) has advanced signifi-
cantly in recent years, contributing to tasks such as sentiment
analysis, creative writing, and social media analysis. How-
ever, figurative speech detection remains an underexplored
area, despite its importance in understanding non-literal
language, including metaphors, similes, and synecdoche.

Figurative expressions often carry meanings beyond their
literal interpretations, making them challenging to detect
computationally. The complexity arises from linguistic
ambiguity, cultural variations, and the need to model
abstract relationships between concepts effectively. Despite
these challenges, progress in figurative speech detection is
essential for improving semantic understanding and enabling
applications in domains such as literary analysis and human-
computer interaction.

This review evaluates existing approaches to figurative
speech detection. It aims to consolidate findings on
datasets, preprocessing techniques, and computational
models, identifying gaps and opportunities for future
research. By addressing these challenges, this review seeks
to advance the development of robust tools for processing
figurative language.

The remainder of this paper is organized as follows:
section provides the necessary background, detailing the
distinctions between these categories and their relevance
to figurative speech detection. section  describes the
methodology employed, including the categorization of
figurative styles into lexical, syntactic, and semantic levels.
section offers an overview of related work, organized
according to these processing levels, while section
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synthesizes the key findings. Finally, section concludes with
recommendations for future research.

Figurative speech and NLP Task levels

NLP faces a unique set of challenges when it comes
to analyzing and processing figures of speech. Each
linguistic level presents distinct difficulties, ranging from
understanding the semantics of individual words to
interpreting pragmatic and discourse-level devices that
require contextual knowledge and cultural awareness. In
this subsection, we explore the hierarchical organization of
figures of speech and discuss their implications for NLP at
each level, which are classified as shown in Figure 1.

Lexical Level

Figurative speech at the lexical level involves the use
of language to convey meanings beyond the literal
interpretation of words. Figures of speech at this level
include:

* Metaphor: A direct comparison between two unre-
lated things, implying similarity (e.g., "@la! youu").

e Simile: A comparison using "Jie" or "—<" to
highlight similarities (e.g., "aw¥l& g lowi").
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Hierarchical Structure of Figures of Speech

Metaphor, Simile,
Idiom, Pun

Parallelism, Antithesis,
Enumeration,Oxymoron

Personification,Hyperbole,
Irony, Symbolism, Allusion

Proverb, Sarcasm, Allegory,
Gradation, Comparison

Euphemism,Synecdoche,
Metonymy,Litotes,Rhetoric

Figure 1. NLP task levels and associated figures of speech

e Idiom: A phrase with a figurative meaning distinct
from its literal interpretation (e.g., "Ae ygutaldl
s Lgtisai”).

* Pun: A play on words exploiting multiple meanings or
similar sounds (e.g., "oli2 32 2 ‘_,3_4. Oa").

« Oxymoron: Juxtaposition of contradictory terms (e.g.,
"Deafening silence").

Metaphors play a crucial role in enriching the lexical-
semantic layer of language by introducing new meanings
and associations, which are essential for language evolution
and adaptation [1], they are the most frequently used
figurative expressions, while similes are less commonly
used. Metaphors serve as a significant tool for enriching the
lexical layer of language by reflecting perceptions rather than
copying reality [2] [1] [3]. In addition to metaphors and
similes, personifications and symbols are also used to convey
deeper meanings and enhance the richness of language [4].

An oxymoron on the other hand is a figure of speech
that combines contradictory terms to create a paradoxical
effect. It is used to reveal a deeper truth or to create
a striking impression. While oxymorons may seem self-
contradictory, they can produce unexpected results when
used appropriately, as they often highlight the complexity
and duality of a subject [5] [6].

Figurative expressions are stored in the mental lexicon as
formulaic language-use events, which help map structure to
meaning in context. This phrasal/lexical memory approach
suggests that all syntactic structures are encoded in the
lexicon, facilitating the comprehension of both literal
and figurative language [7] [8]. Recent connectionist
models propose a more flexible and detailed approach to
understanding word meaning, accommodating both literal
and figurative language within the same framework. This
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model supports the interpretation of expressions based on
context and rhetorical effects [8].

In summary, figurative speech at the lexical level is a
complex and integral part of language that enhances com-
munication by adding depth and richness. Understanding
and effectively using figurative language can significantly
improve language proficiency and comprehension.

Syntactic Level

Figurative speech at the syntactic level involves the
arrangement of words and phrases to create artistic
and rhetorical effects, which are used to enhance the
expressiveness and impact of both spoken and written
language. The structural complexity at this level poses
challenges for syntactic parsing in NLP. Examples include:

 Parallelism: Repetition of similar structures for
emphasis or rhythm (e.g., " jle Jg=tt 9 593 @latt").

 Antithesis: Contrasting ideas in a balanced structure
(e.g., "o 4T Hlmall ) gipuad al H ¥ O1").

* Enumeration: Listing multiple items or ideas in a
structured way (e.g., "Life, liberty, and the pursuit of
happiness").

* Gradation: Progressive steps leading to a climax (e.g.,
"I came, I saw, I conquered").

Parallelism involves the use of similar grammatical
structures in a sequence to create rhythm and emphasis.
It is often used to enhance the clarity and persuasiveness
of an argument by presenting ideas in a balanced and
harmonious manner. This device is frequently employed in
speeches and literary works to create a sense of cohesion
and symmetry [9]. Antithesis is a rhetorical device that
juxtaposes contrasting ideas in a parallel structure. It
highlights the difference between two opposing concepts,
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often to emphasize a particular point or to create a dramatic
effect. Examples include phrases like "I burn and I freeze" or
"Her character is white as sunlight, black as midnight" [9].
This device is effective in creating a clear distinction between
ideas and enhancing the persuasive power of the text [9].

Enumeration involves listing elements in a series, often
to provide a comprehensive overview or to emphasize the
extent of a particular point. Gradation, specifically, refers to
the arrangement of words or phrases in order of increasing
or decreasing importance. Both devices are used to structure
information in a way that guides the reader’s or listener’s
understanding and enhances the impact of the message [9].

Challenges and Future Directions

Understanding and distinguishing between these figurative
devices can be challenging, as they often involve complex
semantic and structural characteristics. Further research and
educational efforts are needed to clarify these distinctions
and to explore the full range of their applications in different
linguistic contexts [5] [10].

Semantic Level

Figurative speech at the semantic level involves the
use of language to convey meanings beyond the literal
interpretation of words. This includes various figures
of speech such as hyperbole, personification, allusion,
symbolism, and irony, each serving unique communicative
purposes and enhancing the richness of language.

Figures of speech at the semantic level involve meaning
manipulation, requiring deeper understanding of word
relationships and context. Examples include:

* Personification: Assigning human traits to non-
human entities (e.g., "The wind whispered").

* Hyperbole: Exaggerated statements not meant to be
taken literally (e.g., "I've told you a million times").

* Irony: Expression of meaning by using language that
signifies the opposite (e.g., "What a pleasant surprise,"
when it’s clearly not).

* Symbolism: Use of symbols to signify ideas or
qualities (e.g., "Dove" for peace).

* Allusion: Indirect reference to a person, event, or work
(e.g., "He has the Midas touch").

Hyperbole is characterized by exaggerated statements that
are not meant to be taken literally but are used to emphasize
a point or express strong emotions. It is often used in
combination with other tropes like metaphor and irony,
but it stands as a distinct figure of speech due to its blatant
exaggeration of a scalar property to evaluate a state of
affairs [11][12]. In various analyses, hyperbole is frequently
identified in literary works and speeches, serving to increase
emotional intensity and add emphasis [13] [14] [15].

Personification involves attributing human characteristics
to non-human entities, enhancing imagery and emotional
connection in language. It is commonly found in literary
texts and speeches, where it serves to bring additional
imagery and emotional depth to the narrative [16] [13] [14].

Allusion is a figure of speech that makes indirect
references to well-known events, figures, or works, relying
on the audience’s familiarity with the reference to convey
deeper meanings. While not extensively studied, allusion is
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a common rhetorical device used to enrich texts by drawing
connections to broader cultural or historical contexts [17].

Similarly, symbolism involves using symbols to represent
ideas or concepts, adding layers of meaning to a text. It
is often used to convey complex ideas succinctly and is
a powerful tool in both literature and rhetoric to evoke
emotions and provoke thought [13] [15].

Irony is a figure of speech where the intended meaning is
opposite to the literal meaning, often used to convey sarcasm
or highlight contradictions. It frequently co-occurs with
hyperbole, as ironic statements often contain exaggerated
elements to enhance the ironic effect [11] [12] [18]. Irony
is used to achieve various discourse goals, such as critiquing
or highlighting absurdities in a situation [19] [20].

In summary, figurative speech at the semantic level
enriches communication by allowing speakers and writers
to convey complex ideas, emotions, and evaluations in a
nuanced and impactful manner. Each figure of speech serves
distinct purposes, contributing to the overall effectiveness
and depth of language.

NLP must handle ambiguity and cultural knowledge to
process these effectively.

Discourse-Level

At the discourse level, figures of speech span multiple
sentences or larger text units, making coherence and thematic
analysis crucial. Examples include:

* Proverb: A short saying with general truth or advice
(e.g., "Actions speak louder than words").

e Sarcasm: Use of irony to mock or convey contempt
(e.g., "Oh, great, another homework assignment").

* Allegory: An allegory is a satirical figure that uses
a symbolic image or metaphor to express a critical
thought or idea. Allegories are often used to covertly
criticize a political system, social problem, or social
phenomenon. [21] (e.g., "Animal Farm" as an allegory
for totalitarianism).

« Satire: Satire is the use of humor, irony, exaggeration,
or ridicule to expose and criticize flaws in society,
politics, or individuals.

Figurative speech at the discourse level, including alle-
gory, sarcasm, comparison, and proverbs, plays a significant
role in communication by enhancing meaning, conveying
complex ideas, and influencing audience perception. This
synthesis explores the use and impact of these forms of
figurative language in various contexts.

Figurative language serves multiple discourse goals, such
as comparing similarities, adding emphasis, and being
humorous. These goals vary depending on the context
and modality of communication. For instance, similes and
metaphors are often used to highlight similarities, while
irony and sarcasm can be employed to counter or critique
preceding statements in public discourse [19] [22] [23].
In political discourse, figurative language can amplify or
soften content, saving linguistic means while also serving
emotional and attractive functions [24].

Irony and sarcasm are prevalent in public and political
discourse, often used to challenge or undermine previous
statements. They require the retention of the original
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metaphorical expression as a reference point to achieve
the intended effect. This interplay keeps the metaphorical
meaning alive and relevant in ongoing discussions [23].
These forms of figurative speech are also crucial in shaping
public opinion and influencing audience perception in
media-political communications [24].

Proverbs utilize metaphorical language to convey wisdom
and cultural values. They reflect the worldview of a
community and are used to communicate moral lessons and
social norms. The cognitive-analogical processes in proverbs
create mental images that reflect cultural peculiarities, such
as attitudes towards life and morality [25] [26]. In academic
contexts, proverbs can serve as guiding principles, offering
insights and experiences relevant to personal and educational
journeys [26].

Pragmatic Level

The pragmatic level focuses on figures of speech that rely on
context, speaker intent, and shared knowledge. These are the
most challenging for NLP due to their reliance on external
factors. Examples include:

* Euphemism: Mild or indirect terms for something
harsh or unpleasant (e.g., "Passed away" for "died").

* Synecdoche: Part used to represent the whole, or vice
versa (e.g., "Wheels" for a car).

* Metonymy: Use of a related term to represent
something (e.g., "The crown" for monarchy).

* Litotes: Understatement for emphasis (e.g., "Not bad"
for "good").

* Rhetoric: Artful use of language to persuade or
impress (e.g., "Ask not what your country can do for

you").

Figurative speech, encompassing devices such as eu-
phemism, litotes, synecdoche, metonymy, and rhetoric, plays
a significant role in pragmatics, which is the study of lan-
guage in context. These figures of speech are not merely dec-
orative elements but are integral to effective communication,
influencing how messages are conveyed and interpreted.

Euphemism is a rhetorical technique that replaces taboo
or harsh terms with more polite or less direct expressions.
It functions as an indirect speech act, often violating
the Cooperative Principle to adhere to the Politeness
Principle and Face Theory, thus maintaining social harmony
and personal relationships [27] [28]. Euphemisms are
context-dependent and serve purposes such as politeness,
camouflage, and beautification [28].

Litotes, on the other hand, involves understatement by
using double negatives or a negative to affirm a positive.
It is a pragmatic tool that can either downplay a statement
or, paradoxically, emphasize it by awakening the idea of
more [29]. The pragmatic divergence between euphemism
and litotes lies in their communicative intent—euphemism
softens the impact, while litotes can subtly highlight it [29].

Synecdoche and metonymy are figures of speech that
condense complex ideas into simpler terms. Synecdoche
involves using a part to represent the whole or vice versa,
while metonymy uses a related concept to stand in for
another. Both draw rhetorical energy from a cluster of
meanings, preserving dominant connotations and facilitating
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efficient communication [30]. These devices are crucial in
rhetoric as they encapsulate broader narratives or ideas into
memorable expressions [30].

The use of rhetoric, including euphemism, metaphor, and
metonymy, often breaches conversational principles, such as
the Cooperative Principle, to achieve specific communicative
goals [31]. This breach is not a failure of communication
but a strategic move to convey nuanced meanings, manage
politeness, or influence the listener’s perception [31].

Research Methodology

This section outlines the systematic approach adopted for
conducting the literature review, ensuring a comprehensive
and unbiased synthesis of relevant research related to
figurative speech detection. In the following subsections we
describe the steps conducted in the present research synthesis

Research Questions

The literature review was guided by the following research
questions:

1. What datasets and resources are commonly utilized for
this task?

2. What are the predominant computational methods
used for figurative speech detection?

3. How do existing methods perform across different
types of figurative language ?

4. Which languages have seen particular advancements
in this field ?

Search strategy

The process adheres to the PRISMA (Preferred Reporting
Items for Systematic Reviews and Meta-Analyses) frame-
work, which provides a structured methodology for iden-
tifying, screening, and including relevant studies. A visual
representation of this process is provided in Figure 2.

Articles were queried from both Scopus and Google
Scholar, using the research tool Publish or Perish. The search
was conducted by specifying keywords that align with the
research questions outlined earlier. We used the following
template to query research articles for each of our 24 targeted
figures of speech:

("<FIGURE_ALIAS_1>" OR "<FIGURE_ALIAS_2>"
OR ...) AND ("figurative language" OR
"text analysis" OR "stylistic analysis")
AND ("identification"™ OR "detection"

OR "classification")

Search results were exported and compiled into a CSV
file for further processing. The total number of retrieved
records was 6331, of which 4386 were removed upon
preliminary filtering. The remaining 1945 records underwent
screening based on titles, keywords and abstracts to assess
their relevance to the inclusion criteria.

Next, the full-text articles of 95 potentially relevant
records were reviewed for eligibility. Studies were excluded
if they did not meet the criteria described in section .
The subsequent number of included studies was 59, as
summarized in the PRISMA diagram (Figure 2). These
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Records fetched
from databases
(n=6331)

Identification

Records after
preliminary filtering
(n=1945)

Screening

Full-text articles
analysed
(n=95)

Eligibility

!

Review
(n=5)

Experimental
(n=54)

Research type

Included

Queried databases (2019 onwards):

¢ Scopus (n=5526)
¢ Google Scholar (n=805)

Exclusion criteria:

Papers in preprint stage (84)

Manuscript Language is neither English nor French (604)
Non Open-access records (3574)

Duplicated records (124)

Inclusion criteria:

« Title contains at least one keyword (n=765)
* Keywords contains at least one keyword (n=258)
* Abstract contains at least one keyword (n=95)

Exclusion criteria:

« Paper discusses a field different from computational
linguistics (e.g. Psychology) (23)

Paper does not provide a method (4)

Paper treats multimodal figurative analysis (5)
Paper is an undetected duplicate (2)

Paper is inaccessible (n=2)

Add to

Extract relevant
unexplored studies

study (n=67)

Studies included
in literature review

Figure 2. PRISMA flow diagram illustrating the steps followed in the study selection process.

studies were identified through the filtering process, which
excluded duplicates and studies that did not meet the
inclusion criteria.

Since we are interested in experimental results, the focus
of this review was primarily on 54 studies classified as
experimental. A smaller subset of 5 review studies was
included to identify unexplored gaps and extract relevant
insights that could complement the experimental findings.
Through this process, additional relevant papers were
identified and added to the analysis, bringing the final
number of included studies to 67. This approach ensures a
comprehensive synthesis, combining experimental data with
broader insights from review studies to address the research
questions effectively.

Inclusion and exclusion criteria

The selection process for studies was conducted in multiple
stages, with inclusion and exclusion criteria applied at each
level of the pipeline. Below, we detail the criteria applied at
each stage:

Initial Search The initial search retrieved records 5826 from
Scopus and 805 from Google Scholar, spanning publications
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from 2019 onward. The following exclusion criteria were
applied at this stage:

* Papers in the preprint stage (n=84).

e Manuscripts in a language other than English or
French (n=604).

* Non-open-access records (n=3574).

* Duplicated records removed after deduplication
(n=124).

Keyword Filtering To narrow down the results, inclusion
criteria were applied based on the presence of specific
keywords:

e The title contains at least one of the specified
keywords, resulting in 765 papers.

* The keywords section contains at least one of the
specified keywords, resulting in 258 papers.

e The abstract contains at least one of the specified
keywords, resulting in 95 papers.

Full-Text Screening The remaining studies were subjected
to full-text screening to ensure relevance and methodological
rigor. Exclusion criteria at this stage included:
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» Papers discussing fields unrelated to computational
linguistics (e.g., psychology) (n=23).

* Papers that do not provide a method (n=4).

* Papers treating multimodal figurative analysis (n=5).

* Papers marked as undetected duplicates (n=2).

* Papers that were inaccessible (n=2).

By systematically applying these criteria at different
stages, the final pool of studies represents a highly curated
dataset, ensuring relevance and quality for addressing the
research objectives.

Data analysis

Table 11 provides an overview of the 67 literature analyzed
in this study, categorizing works based on their publication
type, including journals and conference proceedings. A
total of 42 journal articles, 24 conference papers and
1 thesis were reviewed, covering a range of figurative
speech detection related research. The selected works
span publication years from 2019 to 2024, with a few
selected works dating from previous years, highlighting
the evolution of research in this domain. The diversity
of venues and publication years underscores the growing
academic interest and advancements in applying various
computational approaches to detect figurative language in
different contexts.

Related Work

Figurative speech detection has gained significant attention
in recent years due to its crucial role in natural language
understanding. The inherent complexity of figurative
language, such as metaphor, irony, and sarcasm, presents
unique challenges for computational approaches, primarily
due to their ambiguity and cultural dependencies. Several
literature reviews have previously explored different aspects
of figurative speech detection; however, our work provides
a more comprehensive synthesis across multiple levels of
figurative style comprehension and languages, addressing
existing gaps and offering new insights.

Existing Literature Reviews

Prior studies have attempted to summarize advancements in
figurative speech detection. Table 12 presents a summary of
the key surveys in this domain.

These studies have focused on various aspects such as
metaphor detection in English, irony detection in social
media, and multilingual challenges. However, they often
exhibit limitations such as a lack of focus on low-resource
languages, or an emphasis on specific figurative styles. Our
review aims to bridge these gaps by offering a comprehensive
analysis of the field, providing a computational perspective
that categorizes figurative speech based on its level of
linguistic processing within the NLP ecosystem—ranging
from lexical-level figures to those requiring deeper semantic
and pragmatic understanding.

Methodologies for Figurative Speech Detection

Over the years, several computational methods have been
employed for figurative speech detection, which can be
categorized into four major approaches:
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Lexicon-Based Approaches Lexicon-based methods rely
on manually or automatically curated lexicons such as
WordNet and ConceptNet to detect figurative expressions.
These approaches leverage linguistic resources to capture
meaning and context, making them interpretable but often
lacking generalizability, nevertheess, the remain a potential
alternative for languages with low resources. Studies such
as [32, 33, 34] have demonstrated their effectiveness in
detecting oxymorons, idioms and metaphors, respectively for
Bengali, Gujarati and Ukrainian languages.

Machine Learning-Based Approaches Traditional ma-
chine learning methods, including Support Vector Machines
(SVM), Naive Bayes, and Decision Trees, have been widely
adopted for figurative speech detection. Feature engineering
techniques such as TF-IDF, n-grams, and word embed-
dings (e.g., Word2Vec, GloVe) have played a crucial role
in enhancing the performance of these methods [35, 36,
37]. However, these methods often struggle with domain
adaptation and require extensive labeled data. Thus, novel
feature engineering techniques were combined with ML
models to improve performance, including syntactic and
semantic features such as dependency parsing, sentiment
scores, and context-aware embeddings. Studies have shown
that incorporating such features allows models to capture
deeper linguistic patterns, improving generalizability across
different figurative speech styles and domains [38, 39, 40].

Deep Learning Approaches Recent advancements in deep
learning have revolutionized figurative speech detection
with models such as LSTMs, CNNs, and transformer-
based architectures like BERT and RoBERTa, whether for
feature extraction [41] or fine-tuning [42]. These models
leverage contextual embeddings to achieve state-of-the-
art performance, particularly in high-resource languages.
Transformer-based architectures have have especially been
employed in higher levels of figurative speech detection,
namely semantic and discourse-level (e.g. sarcasm, satire,
and irony), due to their ability to capture larger contextual
information than other recurrent models such as LSTMs and
GRUs [43, 44]

Hybrid Approaches Hybrid methods combine rule-based
and predictive approaches to leverage the strengths of
both. Studies such as [45, 46] have shown that hybrid
approaches can improve figurative speech detection accuracy
by incorporating linguistic features alongside feature-
extraction models. These methods typically utilize rule-
based techniques to capture explicit figurative expressions
and domain-specific knowledge, while machine learning
models generalize patterns from data to handle implicit
and context-dependent cases. For instance, lexicon-derived
sentiment scores and part-of-speech (POS) tags are often
combined with statistical learning models such as SVM
and random forests to enhance classification performance.
[46] Additionally, deep learning architectures have been
augmented with lexicon features to provide interpretability
and mitigate the data scarcity issues prevalent in low-
resource languages. Despite their advantages, hybrid
methods face challenges such as increased computational
complexity and the need for extensive feature engineering
to achieve optimal integration of rule-based and statistical
techniques. Future research in this area is exploring
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the potential of transformer-based models to seamlessly
incorporate linguistic rules while maintaining high efficiency
and scalability.

Existing Figurative Speech Datasets

Several annotated datasets have been developed for figurative
speech detection, with a primary focus on high-resource
languages, particularly English. Early datasets, such as
TroFi [47] and SemEval [48], introduced benchmark corpora
for metaphor and irony detection. However, reviews have
highlighted critical challenges, including class imbalance
and a lack of diversity in figurative styles and languages. A
more detailed analysis of dataset characteristics is presented
in section .

Analysis

This section provides an overview of trends and patterns
observed across the studies, setting the stage for the level-
specific analyses. Each research question (RQ1-RQ4) is
addressed in the subsequent sections.

RQ1: What datasets and resources are
commonly utilized for this task?

Analysis of Dataset Utilization Across Figurative Speech
Levels Table 1 presents an overview of the distribution of
dataset sources utilized across different figurative speech
levels, as reported in the articles analyzed in this study. Each
number in the table indicates how many studies employed a
particular dataset type for a specific figurative speech style.

According to Table 1, the discourse-level style is the
most frequently studied, with 26 mentions across various
dataset sources. This trend can be attributed to the inclusion
of sarcasm, a prevalent figurative speech style that often
manifests in extended textual contexts, such as social media
conversations, news articles, and dialogues. The dominance
of Social Media datasets (12 mentions) in discourse-
level tasks further highlights the significance of user-
generated content in capturing the nuances of sarcasm, which
frequently relies on contextual cues and conversational
exchanges to convey meaning. The reliance on discourse-
level sources suggests a research preference for analyzing
sarcastic expressions in naturally occurring interactions
rather than structured or formal texts.

Research benchmarks are the most commonly cited
dataset sources, appearing in 23 studies across multiple
figurative speech styles. Their widespread adoption suggests
a preference for structured and well-annotated datasets,
which are critical for benchmarking machine learning
models. The highest concentration is observed in the
semantic style (8 mentions), followed by discourse-level (7
mentions), emphasizing the complexity and need for reliable
data in these areas.

Literary works, including religious texts such as Qur’an,
are predominantly used in lexical and pragmatic studies
(4 mentions each), reflecting their suitability for analyzing
rich, contextually dense figurative expressions found in
books and classic texts. Their limited presence in discourse-
level studies can be attributed to the nature of the figurative
styles analyzed within this category—namely sarcasm,
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satire, and, to a lesser extent, proverbs—which are more
commonly encountered in contemporary and conversational
sources such as social media and news media. This
suggests that the observed distribution aligns with the
natural occurrence of these styles rather than indicating an
underutilization of literary sources.

Despite the growing availability of online text resources,
web-based content and online reviews were only referenced
in 2 studies each. This suggests a potential underutilization
of informal, real-world data sources in figurative speech
detection research. Given the richness and diversity of online
content, future work could benefit from leveraging these
sources to capture more spontaneous and diverse figurative
expressions.

The syntactic style level has the lowest overall study
count (6), highlighting a significant research gap in this
area. Figurative speech styles that require syntactic analysis,
such as antithesis and chiasmus, often rely on grammatical
structures that demand specialized datasets with detailed
syntactic annotations. The limited availability of such
resources may hinder advancements in this domain. Notably,
research benchmarks and news media are the primary
sources used in syntactic analysis, but their infrequent usage
indicates a need for more comprehensive syntactically-
annotated corpora to support deeper exploration of figurative
language at this level. The high reliance on research
benchmarks and social media data indicates a potential
overfitting of research efforts towards these domains,
potentially limiting the generalizability of findings. The
lower number of studies focusing on syntactic and pragmatic
styles suggests a need for more diverse and representative
datasets that capture these linguistic aspects. Encouraging
the exploration of underutilized sources, such as web-based
content and online reviews, may enhance the robustness of
figurative speech detection methods.

Overview of Language Coverage Table 2 provides an
overview of the datasets used in figurative speech detection
studies across various languages. The data highlights
significant disparities in language representation, with a clear
dominance of English datasets, while other languages, such
as Bengali and Gujarati, remain underrepresented.

English is the most extensively covered language, with
41 studies utilizing datasets sourced from diverse domains,
including social media (e.g., Twitter, Reddit), research
benchmarks (e.g., GWN, HYPO, MOH2015), and literary
works. This dominance reflects the widespread availability of
English datasets and the strong focus of research on English
figurative speech detection.

Limited Resources for Low-Resource Languages In
contrast, languages such as Gujarati and Bengali have
received minimal attention, with only a few studies relying
on datasets such as GujaratiLexicon.com and TDIL. This
indicates a clear research gap, as the lack of annotated
resources for these languages hinders the development of
figurative speech detection models beyond high-resource
languages.

Arabic and French: Emerging Research Interest Arabic
(7 studies) and French (2 studies) exhibit moderate
coverage, with datasets sourced from social media and
religious texts such as the Quran. Despite their linguistic
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Table 1. Distribution of dataset utilization across figurative speech levels.

Style Level Lexical Syntactic Semantic Discourse-level Pragmatic ‘ All
Broadcast Media 0 1 0 1 0 2
Kaggle 1 0 0 1 0 2
Literary Works 4 2 1 0 4 8
News Media 0 1 1 3 1 6
Online Reviews 1 0 1 0 0 2
Research Benchmark 5 2 8 7 4 | 23
Shared Tasks 1 0 5 3 2| 10
Social Media 0 0 7 12 1 19
Web-based Content 0 0 0 1 1 2
Total 11 6 18 26 12 | 67

richness and cultural significance, research efforts in these
languages remain limited compared to English.

Diversity of Data Sources Across Languages While
English datasets originate from a variety of sources, other
languages show a narrower range of sources. For example:

* Arabic datasets primarily stem from religious texts
and social media.

¢ German datasets are limited to German dramas and a
few benchmark datasets.

* Spanish datasets are mostly derived from shared tasks
and research benchmarks.

Shared Tasks and Benchmark Resources The presence
of datasets from shared tasks, such as SemmEval, demonstrates
efforts to standardize evaluation across multiple languages,
particularly in English and Spanish. However, other
languages see limited participation in these initiatives,
highlighting the need for multilingual benchmark efforts.

Web-Based Content as an Untapped Resource Despite
the wealth of available online content, web-based datasets
(e.g., Wikipedia, phrases.co.uk) are sparsely used across all
languages, with only 2 studies utilizing them. This suggests
an opportunity for future research to harness online content
as a valuable resource for figurative speech detection.

Key Research Gaps and Future Directions The findings
from this table underscore several critical gaps:

1. Expanding Multilingual Coverage: There is a need
for more datasets in underrepresented languages such
as Bengali and Gujarati.

2. Diversifying Dataset Sources: Researchers should
explore alternative sources such as online reviews and
broadcast media across all languages.

3. Cross-Linguistic Comparisons: A broader range of
language-specific datasets could enable better cross-
linguistic comparisons in figurative speech analysis.

Granularity Trends in Figurative Speech Styles As can be
seen in Table 3, lexical figurative style detection is mostly
at the phrase level because figurative expressions, such as
idioms and metaphors, often manifest as fixed or semi-fixed
phrases rather than isolated words. These expressions derive
their meaning from the collective interpretation of multiple
words rather than individual lexical items. For instance,
detecting an idiom like ;e LeaM=i Ol )L requires
analyzing the phrase as a whole rather than the separate
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meanings of individual words. Phrase-level analysis allows
models to capture contextual and syntactic relationships
within short text spans, making it more effective for lexical
figurative language, where meaning heavily depends on word
combinations and their conventionalized usage.

This pattern is more emphasized in syntactic figurative
style detection is due to the inherent structural complexity
of syntactic figurative language, such as syntactic enumer-
ations, parallelisms, and word order inversions (chiasmi).
These phenomena often span multiple words and depend
heavily on phrase-level syntactic structures, such as noun
phrases, verb phrases, or prepositional phrases, to convey
their figurative meaning. Unlike lexical figurative language,
which primarily relies on fixed expressions, syntactic figura-
tive styles often involve variations in word order, dependency
relations, and phrase embeddings within sentences. Thus,
focusing on phrases allows researchers to capture the hierar-
chical and dependency-based structures that are crucial for
syntactic analysis. Additionally, syntactic figurative styles
often require deeper parsing techniques, such as constituency
or dependency parsing, which naturally operate at the phrase
level rather than individual words or entire sentences.

Additionally, we observe that semantic and discourse-
level figurative speech styles have a high concentration
of annotation at the sentence level (84.21% and 85.19%,
respectively). This pattern arises because semantic-level
figurative language often requires understanding the full
context of a sentence to capture meaning shifts, such
as hyperboles and personification, which rely on broader
contextual cues rather than isolated words or phrases.
Many figurative expressions at the semantic level depend
on implicit relationships and word sense disambiguation,
which are better analyzed when the full sentence context
is available. Discourse-level figurative language, such as
sarcasm, irony, and satire, typically spans entire sentences
or even multiple sentences. The pragmatic cues, tone, and
contextual dependencies needed to understand these styles
often emerge across the entire sentence rather than individual
words or phrases. Sentences provide a more complete unit for
understanding dialogue dynamics and speaker intent, which
are crucial for discourse-level analysis.

The distribution of annotation granularity for pragmatic
figurative speech exhibits a notable spread across multiple
levels, reflecting the diverse linguistic structures these
expressions encompass. Unlike other figurative speech
categories that exhibit a clear preference for specific
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Table 3. Granularity distribution across figurative speech styles (values represent percentages within each style level, with the total

column representing absolute counts).

Style Level ‘ Token Phrase Clause Sentence Discourse Document Total
Lexical 2727 5455 9.09 9.09 0.00 0.00 11
Syntactic 16.67 66.67  16.67 0.00 0.00 0.00 6
Semantic 0.00 0.00 5.26 84.21 5.26 5.26 18
Discourse-level 0.00 0.00 0.00 85.19 7.41 7.41 26
Pragmatic 23.08 15.38 7.69 53.85 0.00 0.00 12

granularity levels, pragmatic expressions are annotated at
varying levels, from token to sentence. This distribution
suggests that pragmatic expressions often require flexible
annotation strategies, as their meaning can be conveyed
effectively at different levels of textual context. The
predominance of sentence-level annotations indicates that
pragmatic expressions frequently rely on the broader
syntactic and semantic context for accurate interpretation.
Additionally, the presence of annotations at both token and
phrase levels highlights the adaptability of these expressions
in shorter textual spans, as in identifying metonymies within
a text, further reinforcing the need for a multi-level approach
in their analysis. Table 4 shows the proportions of labeling
scopes for each level of figurative speech.

Table 4. Annotation schemes (%) used across different
figurative speech styles.

| StyleLevel | Binary IOB Multiclass
Lexical 63.64 9.09 27.27
Syntactic 50.00 16.67 33.33
Semantic 94.44 0.00 5.56
Discourse-level | 88.46 0.00 11.54
Pragmatic 33.33 8.33 58.33

The distribution of annotation schemes across different
figurative speech styles reveals notable patterns that align
with the complexity and structural characteristics of each
style. Binary annotation dominates the majority of styles,
particularly in discourse-level and semantic categories,
where 88.46% and 94.44% of the datasets employ binary
labels, respectively. This suggests a tendency to simplify
the classification of these styles, due to the possibility
of overlapping multiple figures within the same span. In
contrast, the lexical and syntactic styles exhibit a higher
degree of multiclass annotation, with 27.27% and 33.33%,
respectively, reflecting the inherent structural complexity of
these styles, which may require more detailed categorization.
The relatively low adoption of the IOB scheme, particularly
in discourse-level and semantic styles, stems from the
nature of these figures of speech that require a full
understanding of the context more than the identification
of key phrases. The pragmatic style stands out with a
balanced distribution of annotation schemes, with multiclass
annotation reaching 58.33%, underscoring the nuanced
nature of pragmatic expressions that often require multi-
faceted labeling approaches.

Dataset Availability across Style Levels Table 5 presents
the availability of datasets across five figurative speech
style levels—Lexical, Syntactic, Semantic, Discourse, and
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Pragmatic—divided into benchmark and non-benchmark
categories. Each row within the table represents a specific
availability type, including Available upon request, Creative
Commons License, Publicly available, Unavailable, and
Unspecified.

Table 5 presents the availability of datasets across different
figurative speech style levels, segmented into benchmark and
non-benchmark categories. The data reveals several notable
trends.

First, publicly available datasets are disproportionately
concentrated in the Semantic and Discourse-level styles,
with 100% of syntactic benchmark datasets and 50%
of non-benchmark discourse-level datasets being publicly
accessible. This suggests that these styles benefit from a
higher degree of open access, likely due to their relevance to
widely shared tasks, such as sentiment analysis and sarcasm
detection.

Conversely, Lexical benchmark datasets exhibit a high
percentage of unavailability (60%), reflecting potential
challenges in releasing such datasets due to licensing
constraints or reliance on proprietary sources, such as
published books or annotated texts. This pattern aligns with
the intrinsic complexity of lexical figurative speech, which
often requires substantial manual annotation efforts and
relies on diverse, fragmented sources.

The Pragmatic style level presents a more balanced
distribution, with both publicly available and unavailable
datasets, indicating that while some resources are shared,
others remain restricted. This might be attributed to the
diverse applications of pragmatic figurative speech in
specific domains, such as metonymy resolution or rhetorical
question analysis, where domain-specific datasets are less
frequently shared.

Unspecified availability rates are particularly concerning
at the Semantic level, where 21.43% of datasets do not
clearly state their access conditions. This lack of clarity
hinders reproducibility and limits the practical applicability
of research findings in this area.

RQ2: What are the predominant computational
methods used for figurative speech detection?

Common feature extraction techniques Figure 3 presents
an overview of the most commonly used feature extraction
techniques for figurative speech detection, highlighting the
relative prevalence of different feature types.

The figure reveals that embedding-based techniques are
the most commonly used method, accounting for 21.87 % of
the total. This dominance indicates the widespread reliance
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Table 5. Availability percentage of benchmark and non-benchmark datasets across figurative speech style levels.

I;;;z Source Data Availability Lexical | Syntactic | Semantic | Discourse | Pragmatic

Available upon request 0.00 % 0.00 % 0.00 % 0.00 % 0.00 %

Creative Commons License 0.00 % 0.00 % 11.11 % 0.00 % 0.00 %

Benchmark Publicly available 20.00 % | 100.00 % 22.22 % 25.00 % 75.00 %

Unavailable 60.00 % 0.00 % 44.44 % 75.00 % 25.00 %

Unspecified 20.00 % 0.00 % 22.22 % 0.00 % 0.00 %

Available upon request 0.00 % 0.00 % 0.00 % 5.00 % 0.00 %

Not Creative Commons License 0.00 % 0.00 % 0.00 % 0.00 % 0.00 %

benchmark Publicly available 28.57 % 75.00 % 50.00 % 40.00 % 3333 %

enchmar Unavailable 5714% | 000% | 2857% | 5000% | 55.56%

Unspecified 14.29 % 25.00 % 21.43 % 5.00 % 11.11 %

Embedding 21.87
Figurative
Graph
Lexical
Misc
Morpho
QOccurrence
Semantic
Sentiment
Syntactic
4‘0 6‘0 Sb 100
Percentage

Figure 3. Distribution of computational approaches used in figurative speech detection studies.

on pre-trained language models and distributed representa-
tions to capture contextual and semantic nuances of figu-
rative language. Embeddings provide a rich representation
of words and phrases, making them particularly effective
for identifying figurative expressions such as metaphors and
idioms.

Syntactic features, constituting 12.55%, are the second
most used, emphasizing their importance in detecting
structural patterns that characterize various figurative
speech styles, such as chiasmus and parallelism. These
features are often combined with rule-based approaches to
identify specific syntactic constructs indicative of figurative
expressions.

Lexical features, accounting for 10.47 %, continue to be
relevant, relying on handcrafted features such as word lists,
dictionaries, and frequency-based statistics. Lexical analysis
helps identify common patterns and known figurative
phrases, making it a useful feature set, especially in
conjunction with rule-based systems.

Sentiment features, contributing 5.03%, play a notable
role in figurative speech detection, particularly for detecting
sarcasm, irony, and hyperbole, where emotional tone and
intensity serve as key indicators.

Occurrence-based features (5.31%) represent statistical
properties such as term frequency and word distribution,
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which assist in detecting patterns specific to figurative
expressions by measuring their regularity or unexpectedness
within text.

Graph-based (4.64%), miscellaneous (3.54%), mor-
phological (3.40%), and semantic (3.93%) features con-
tribute smaller portions, indicating that while these methods
are useful, they are often supplementary to embeddings,
syntactic, and lexical approaches.

Figurative-specific features, representing only 0.80%,
suggest that explicitly designed features tailored for figura-
tive language detection (e.g., humor markers, exaggeration
cues) are relatively underexplored compared to general-
purpose linguistic features.

The analysis suggests that modern figurative speech
detection heavily relies on embedding-based techniques
due to their ability to capture deep contextual meaning,
followed by syntactic and lexical features that provide
interpretable rule-based insights. Sentiment and occurrence-
based features also play a supporting role, helping
refine the detection process by offering additional context
and statistical cues. The relatively low representation of
figurative-specific features indicates an opportunity for
further research into domain-specific feature engineering
tailored to figurative language detection.
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Figure 4. Distribution of methodological approaches used in figurative speech detection studies.

Commonly Used Models Figure 4 illustrates the distri-
bution of different model categories employed in figura-
tive speech detection, highlighting the dominance of deep
learning-based approaches.

The figure reveals that deep learning models are
the most widely used, accounting for 66.33% of the
total. This overwhelming preference for deep learning
techniques indicates the increasing reliance on complex
neural networks, such as transformers, convolutional neural
networks (CNNs), and recurrent neural networks (RNNs),
which are well-suited for capturing contextual and sequential
dependencies in figurative language.

Machine learning models, contributing 21.43%, remain
an essential part of figurative speech detection, with
traditional classifiers such as Support Vector Machines
(SVM), Random Forest (RF), and Logistic Regression
offering effective solutions for structured and feature-based
analysis. These models are particularly useful in scenarios
where interpretability and explainability are important.

Rule-based approaches, comprising 13.27 %, continue to
play a role in figurative speech detection, especially for well-
defined patterns and fixed expressions. Techniques such as
regular expressions and syntactic rules are often employed
for figures of speech that follow predictable structures, such
as oxymorons and chiasmi.

Lexicon-based methods, accounting for 6.12%, are
commonly used to leverage predefined dictionaries and
resources such as sentiment lexicons and concreteness
databases. These approaches are particularly valuable for
detecting figurative expressions that rely on word meanings
and associations, such as metaphors and idioms.

Ensemble models, though representing a smaller share
at 5.10%, demonstrate the growing interest in combining
multiple modeling approaches to improve performance. By
leveraging a combination of deep learning, machine learning,
and rule-based techniques, ensemble methods aim to achieve
higher robustness and accuracy.

The analysis suggests that deep learning models are the
most commonly used due to their superior capability in
handling complex, context-rich data, followed by machine
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learning models that provide a balance between performance
and interpretability. While rule-based and lexicon-based
methods remain relevant, their usage is significantly lower
compared to data-driven approaches. The presence of
ensemble methods highlights the potential benefits of
combining various techniques to enhance figurative speech
detection performance.

Achieved performance Table 6 presents the statistical
analysis of various performance metrics utilized across
figurative speech detection methods. The most commonly
reported metric is the F1-Score, appearing in 78 experiments,
with an average of 80.61% and a standard deviation of 12.52,
indicating consistent model performance across different
studies. Accuracy is the second most frequently reported
metric (n=54), with a mean of 85.83%, highlighting its
widespread use in evaluating classifier effectiveness.

Less frequently reported metrics include AUC (n=5) and
Loss (n=2), indicating that while precision-based measures
are predominant, optimization-based and ranking-based
metrics are underutilized. Additionally, the presence of
unreported or unspecified metrics (n=11) suggests variability
in evaluation practices across studies.

Overall, the high variance in precision and recall metrics
(Std = 14.53 and 16.54, respectively) points to the challenges
in consistently detecting figurative language across diverse
datasets. The use of median values (e.g., 93% for Accuracy,
90% for Specificity) suggests that most models achieve high
performance, with some outliers lowering the overall mean
values.

To ensure a comprehensive evaluation of figurative
speech detection methods, future research should emphasize
reporting consistency and include additional evaluation
measures such as Kappa and Jaccard Score, which currently
have limited representation in the literature.

Usage Trends Figure 5 illustrates the trends in model us-
age over time, showing a clear dominance of predictive
approaches, which have seen a sharp increase since 2018,
peaking in 2020 and maintaining a strong presence in subse-
quent years. This growth can be attributed to advancements
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Table 6. Descriptive statistics of performance metrics used in figurative speech detection. The table presents the frequency
(Count), mean, standard deviation (Std), and distribution percentiles (Min, 25%, 50%, 75%, Max) for each reported metric,
highlighting the prevalence of F1-Score and Accuracy as the most commonly used evaluation measures.

| Metric | Count | Mean | Std | Min | 25% | 50% | 75% | Max
AUC 5 88.0000 | 8.6891 74.0000 | 85.0000 | 93.0000 | 94.0000 | 94.0000
Accuracy 54 85.8333 | 9.8876 | 58.0000 | 79.2500 | 89.5000 | 93.0000 | 100.0000
Avg. Precision 1 23.0000 - 23.0000 | 23.0000 | 23.0000 | 23.0000 | 23.0000
F1-Score 78 80.6154 | 12.5255 | 44.0000 | 71.0000 | 81.5000 | 90.0000 | 100.0000
Hamming Loss 1 0.0300 - 0.0300 0.0300 0.0300 0.0300 0.0300
Jaccard Score 1 92.0000 - 92.0000 | 92.0000 | 92.0000 | 92.0000 | 92.0000
Kappa 1 98.0000 - 98.0000 | 98.0000 | 98.0000 | 98.0000 | 98.0000
Loss 2 0.6305 0.8761 0.0110 0.3208 0.6305 0.9402 1.2500
Precision 55 77.9455 | 14.5289 | 41.0000 | 67.5000 | 82.0000 | 87.0000 | 100.0000
Recall 55 77.5636 | 16.5381 | 38.0000 | 66.5000 | 83.0000 | 90.5000 | 100.0000
Specificity 1 90.0000 - 90.0000 | 90.0000 | 90.0000 | 90.0000 | 90.0000
Unspecified 11 - - - - - - -

in deep learning techniques such as transformers and con-
textual embeddings, which have demonstrated superior ca-
pabilities in capturing complex figurative language patterns.
In contrast, rule-based approaches, which were previously
popular, exhibit relatively stable usage over time but have
been overshadowed by data-driven methods due to their
limited scalability and adaptability to diverse datasets.

Hybrid models, which combine predictive and rule-
based techniques, have shown sporadic growth, with notable
spikes around 2020, indicating their potential in leveraging
the strengths of both approaches. However, their adoption
remains relatively lower compared to predictive methods,
suggesting that their complexity and integration challenges
may limit widespread application.

The performance analysis suggests that while current
models achieve high accuracy and balanced precision-recall
trade-offs, there is room for improvement, particularly in
recall. The trends highlight a clear shift toward predictive
methods, driven by advancements in deep learning,
while rule-based and hybrid approaches continue to play
supportive roles in addressing specific figurative speech
detection challenges.

RQ3: How do existing methods perform across
different types of figurative language ?

Key Performance Metrics in Figurative Speech Detection
Figure 6 illustrates the distribution of evaluation metrics
used to assess figurative speech detection methods across
different style levels. The analysis reveals that the most
commonly utilized metric is F1-Score, accounting for a
significant proportion across all categories, particularly in
the semantic (32.26%) and discourse-level (26.39%) tasks.
Accuracy is also widely reported, with notable usage in the
lexical (18.52%) and discourse-level (25.00%) categories.
Precision and recall are consistently used across most
levels, with their highest representation in the pragmatic
category (24.00%). However, less frequently employed
metrics, such as AUC and Jaccard Score, show minimal
usage, highlighting a potential gap in evaluating ranking-
based performance. The presence of unspecified metrics
(e.g., 14.81% in lexical) suggests a degree of inconsistency
in evaluation practices. The predominance of Precision and
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Recall metrics in the syntactic level, as shown in Figure 6,
can be attributed to the nature of syntactic analysis tasks.
Unlike semantic or discourse-level processing, syntactic-
level figurative speech detection often relies on structural
patterns and rule-based approaches, which benefit from
evaluating how well the model retrieves relevant syntactic
constructs (Recall) and how accurately it identifies them
(Precision). Given that syntactic analysis typically involves
well-defined linguistic features such as dependency relations,
part-of-speech tags, and parse trees, precision and recall
become crucial in assessing the correctness of pattern-
matching algorithms and rule-based methods. Additionally,
syntactic figurative language styles tend to exhibit clear
structural cues, making these metrics highly relevant for
evaluating model performance in capturing such patterns
effectively.

The aggregated results in the ""All styles combined'' sub-
plot reinforce the dominance of F1-Score and Accuracy, with
other metrics such as Loss and Specificity receiving limited
attention. These findings suggest that while classification-
based metrics dominate the evaluation landscape, future re-
search could benefit from a broader adoption of ranking and
error-based measures to provide a more holistic assessment
of model performance.

With this analysis in consideration, the remainder of
our analysis will be focused on the 4 most used metrics:
Accuracy, F1-Score, Precision and Recall

Table 7. Average performance metrics across figurative speech
style levels.

Style Level Accuracy F1-Score Precision Recall
Lexical 78.67 75.70 71.00  79.10
Syntactic 91.00 65.67 58.60 52.80
Semantic 82.25 83.21 7895  79.21
Discourse-level 88.36 88.06 88.14  88.69
Pragmatic 87.57 83.00 81.71  75.93

Performance Analysis Across Figurative Speech Style
Levels Table 7 presents the performance of figurative speech
detection models across different style levels using key
evaluation metrics: accuracy, Fl-score, precision, and recall.
The results indicate that syntactic-level approaches achieve
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Figure 5. Temporal evolution of methodological approaches in figurative speech detection.
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Figure 6. Distribution of evaluation metrics used in figurative speech detection studies across different linguistic style levels.

the highest accuracy (91.00%), but their relatively lower
Fl-score (65.67%) suggests potential class imbalance or
difficulty in capturing structural patterns effectively.

Discourse-level figurative speech yields the best overall
performance, with an Fl-score of 88.06% and balanced
precision (88.14%) and recall (88.69%), demonstrating
the importance of contextual cues in improving model
effectiveness.

Lexical-level approaches show moderate accuracy
(78.67%) and Fl-score (75.70%), indicating that surface-
level features alone may not be sufficient to capture deeper
figurative meanings. Pragmatic styles, while achieving a
good balance of metrics, display lower recall (75.93%),
implying challenges in generalization to diverse pragmatic
contexts.

These findings highlight the varying complexities of
figurative speech styles and suggest that the choice of
feature extraction techniques plays a crucial role in achieving
optimal performance. Table 8 presents the performance
of various feature extraction techniques across different
figurative speech processing levels.

The results demonstrate that embedding-based features
consistently achieve high scores across all metrics and
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style levels, particularly in the lexical (Accuracy: 86.67%)
and pragmatic (Accuracy: 92.83%) -categories. Graph-
based features exhibit strong performance in lexical and
discourse-level styles, with high Fl-scores of 96.00% and
86.67%, respectively. This indicates their effectiveness in
capturing lexical relationships within figurative language
expressions, leveraging external knowledge sources such
as ConceptNet [49] and WordNet [50] to enhance the
representation of semantic and relational dependencies.

Interestingly, occurrence-based features contribute signif-
icantly to semantic processing, achieving an accuracy of
79.33% and an Fl-score of 83.50%. This suggests that
tracking term frequency and distribution is crucial in under-
standing figurative meaning in context.

Despite the overall dominance of embedding features,
the results highlight the complementary role of combining
multiple feature types, as seen in the discourse-level and
semantic categories, where hybrid feature sets yield the
highest precision and recall values.

Future research should explore advanced feature selection
techniques to optimize performance further and assess the
trade-offs between feature complexity and computational
efficiency.
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Table 8. Performance comparison of feature extraction techniques across different figurative speech style levels. The table
presents the accuracy, F1-score, precision, and recall for each feature type, highlighting their effectiveness in various figurative
language processing tasks. The results show the dominance of embedding-based features across all style levels, while
graph-based and occurrence-based features demonstrate their strengths in syntactic and semantic processing, respectively.
Metrics Style level Embedding Figurative Graph Lexical Misc Morpho Occurrence Semantic Sentiment Syntactic
Accuracy Lexical 86.67 - 96.00 - - - - - - 58.00
Syntactic - - - 91.00 - - - - - 91.00
Semantic 82.20 - - 86.00 86.00 - 79.33 72.00 82.50 86.00
Discourse-level  89.38 94.00 - 88.89 94.00 79.25 88.50 95.67 88.14 87.00
Pragmatic 92.83 - 84.00 72.00 - - 91.00 84.00 - 87.50
All 85.83 85.83 85.83  85.83 85.83 85.83 85.83 85.83 85.83 85.83
F1-Score  Lexical 73.00 - 96.00 - - - - - - 75.00
Syntactic 97.00 - - - - - - - - -
Semantic 80.22 86.67 86.67 85.75 85.75 86.67 83.50 84.00 84.43 85.83
Discourse-level  87.44 88.50 86.67  90.00 85.14 86.62 89.00 91.17 87.45 87.94
Pragmatic 82.00 - 79.00 - - - 89.00 79.00 - 84.00
All 80.62 80.62 80.62  80.62 80.62 80.62 80.62 80.62 80.62 80.62
Precision  Lexical 71.71 - 92.00 - - - - - - 58.00
Syntactic 97.00 - 41.00 - - - - - - -
Semantic 77.77 - - 87.00 87.00 - 81.50 76.00 76.00 -
Discourse-level  90.56 95.00 - 88.50 84.50 86.40 87.67 94.50 87.25 86.67
Pragmatic 86.25 - 85.00 67.00 - 67.00 92.00 85.00 - 81.33
All 77.95 77.95 7795 77.95 7795 7795 77.95 77.95 77.95 77.95
Recall Lexical 73.71 - 95.00 - - - - - - 90.00
Syntactic 98.00 - 38.00 - - - - - - -
Semantic 79.54 - - 81.00 81.00 - 78.50 76.00 76.00 -
Discourse-level 87.67 94.00 - 91.25 84.50 86.6 89.22 94.00 86.75 89.00
Pragmatic 79.50 - 73.00 67.00 - 67.00 86.00 73.00 - 75.33
All 77.56 77.56 7756  77.56 7756 77.56 77.56 77.56 77.56 77.56

Table 9. Correlation analysis between dataset size and
performance metrics.

. Pearson Pearson Spearman  Spearman
Metric . .
Correlation p-value Correlation p-value
Accuracy -0.1536 0.3376 -0.0054 0.9732
F1-Score -0.0829 0.5148 0.1817 0.1507
Precision 0.0610 0.6837 0.1870 0.2081
Recall -0.1159 0.4380 0.2050 0.1670

Impact of Dataset Size on Performance Table 9 presents
the correlation analysis between dataset size and key per-
formance metrics using Pearson and Spearman correlation
coefficients. The results indicate weak correlations across all
metrics, with the highest Spearman correlation observed for
recall (rs = 0.2050), though it remains statistically insignif-
icant (p = 0.1670).

Interestingly, negative Pearson correlations for accuracy
(rp = —0.1536) and recall (r, = —0.1159) suggest a
potential decline in performance with increasing dataset
size, possibly due to factors such as overfitting or increased
noise in larger datasets. However, none of the computed
correlations achieved statistical significance (p > 0.05),
indicating that dataset size alone may not be a strong
predictor of performance.

These findings suggest that while dataset size plays a role,
additional factors such as data quality, feature richness, and
model capacity should be considered to enhance figurative
speech detection performance.

Which languages have seen particular
advancements in this field ?

Analysis of Language Coverage in Figurative Speech
Detection Figure 7 reveals a significant concentration of
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studies on the English language, with 42 references, far
surpassing other languages. Arabic follows with 7 studies,
while Spanish, Gujarati, French, German, and Bengali each
have limited coverage with 2-3 references. Notably, several
languages, including Chinese, Japanese, and Persian, are
represented by only a single study. To streamline analysis,
we categorize all languages with a single reference under the
low-resource group, recognizing their limited exploration in
the field.

It is important to note that these numbers reflect the search
criteria and available datasets rather than an exhaustive
representation of research efforts globally. Factors such as
data availability, linguistic complexity, and regional research
focus play a critical role in determining the prominence
of specific languages in the literature. The predominance
of English may be attributed to the abundance of publicly
available datasets and its widespread use in academic and
technological communities. Meanwhile, the relatively lower
representation of other languages suggests potential gaps
that warrant further investigation and resource development
to support figurative speech detection in diverse linguistic
settings.

Languages with only a single referenced work, such as
Chinese, Hindi, and Japanese, can be categorized as low-
resource within the context of figurative speech detection
research. These languages face substantial challenges due
to the lack of comprehensive datasets and linguistic tools,
limiting advancements in this field. Notably, multilingual
studies, represented by 2 references, suggest an emerging
interest in cross-linguistic comparisons and transfer learning
approaches, which may help bridge the resource gap for
underrepresented languages.
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Figure 8. Research studies evolution of figurative speech
detection studies across languages over time.

The temporal analysis in Figure 8 further reveals that
English has experienced a sharp increase in research interest
over the past decade, particularly post-2018, reflecting the
rapid advancements in deep learning and the proliferation
of benchmark datasets such as SemEval. Other languages,
however, exhibit sporadic growth patterns, with Arabic
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and Spanish showing a gradual increase in recent years,
whereas low-resource languages remain relatively stagnant,
emphasizing the need for targeted initiatives to expand their
representation.

These findings underscore the critical need for fostering
research efforts beyond high-resource languages, encourag-
ing the development of multilingual resources and method-
ologies to ensure more inclusive and equitable progress in
figurative speech detection across diverse linguistic land-
scapes.

Dataset and External Resource Distribution Across
Languages Table 10 presents a comprehensive overview of
the distribution of available datasets and external resources
across various languages and figurative speech style levels.
The table highlights the disparity in resource availability,
with English continuing to dominate, benefiting from a
rich ecosystem of datasets and linguistic resources such as
corpora and lexicons. Other languages, such as Arabic and
Spanish, show a moderate level of resource availability but
still lag behind in terms of diversity and coverage.

Low-resource languages exhibit a significant lack of
both datasets and supporting resources, limiting their
representation in figurative speech detection research.
Syntactic-level studies stand out with a notable reliance
on external resources such as linguistic databases and
lexical knowledge bases (e.g., BabelNet, Wiktionary), which
compensate for the scarcity of annotated datasets. This
observation underscores the critical role of linguistic
resources in facilitating syntactic-level figurative speech
analysis. Conversely, lexical and pragmatic style levels
exhibit a more balanced use of both datasets and external
resources.

The analysis suggests that future research efforts

should focus on enhancing resource availability for
underrepresented languages and style levels to achieve a
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Table 10. Distribution of resource availability across languages and figurative style levels.

Low-resource

Style level Arabic Bengali English French German Spanish
languages
Lexical 0 0 3 0 0 1 0
Syntactic 0 0 3 0 5 1 0
Semantic 2 0 7 1 0 2 4
Discourse-level 1 3 11 1 0 2 4
Pragmatic 3 0 9 0 0 1 0
Total 6 3 33 2 5 7 8

more comprehensive understanding of figurative speech
detection across linguistic and cultural contexts.

Low-resource languages in figurative speech detection
Table 10 and Figure 7 highlight the presence of low-
resource languages within the domain of figurative speech
detection. Languages such as Amharic, Chinese, Dutch,
Hindi, Japanese, Persian, Romanian, Telugu, and Ukrainian
are represented with only a single reference, indicating
minimal research activity. Despite this, the inclusion of at
least one dataset or resource for these languages signifies
some level of attention. However, their limited representation
underscores the significant gap in resources available for
effective figurative speech detection.

The lack of datasets and supporting linguistic resources
for these languages poses challenges in developing robust
figurative speech models. Addressing these gaps would
require targeted data collection efforts and cross-linguistic
adaptation techniques to enhance coverage across diverse
linguistic landscapes.

Analysis of Methodological Approaches Across Lan-
guages Figure 9 illustrates the distribution of methodolog-
ical approaches used for figurative speech detection across
various languages. The analysis reveals a significant domi-
nance of predictive approaches, while rule-based and hybrid
methods are relatively underrepresented. This trend high-
lights the growing reliance on machine learning techniques
in the field, particularly in languages with abundant resources
such as English.

Dominance of Predictive Approaches. Predictive meth-
ods, primarily driven by machine learning and deep learn-
ing models, constitute the majority of research efforts,
with English leading at 32 references. This prevalence can
be attributed to the widespread availability of annotated
datasets, pre-trained models, and computational resources.
Other languages, such as Arabic (6 references) and Spanish
(3 references), also show a clear preference for predictive
techniques, reflecting a broader trend in natural language
processing research.

Rule-Based Methods and Hybrid Approaches. Rule-
based methods are mainly observed in English (10 refer-
ences), German (1 reference), and Gujarati (2 references),
indicating their continued relevance in scenarios where hand-
crafted linguistic rules can complement data-driven methods.
However, their overall limited presence suggests a shift away
from traditional approaches in favor of automated learning
systems. Hybrid methods, which integrate predictive and
rule-based strategies, are scarcely employed, appearing only
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in low-resource languages with 2 references. This suggests
that hybrid approaches may offer potential solutions for
languages with limited labeled data.

The low-resource category, encompassing languages such
as Ambharic, Telugu, and Romanian, exhibits a relatively
balanced distribution between predictive, rule-based, and
hybrid approaches. This distribution underscores the
challenges faced in low-resource settings, where researchers
may resort to hybrid methodologies to leverage linguistic
resources alongside data-driven techniques.

The disproportionate focus on predictive methods raises
concerns about the generalizability of models across diverse
linguistic contexts. Future research could explore the
potential of hybrid approaches to bridge the gap in resource-
scarce languages while also examining the transferability of
predictive models to underrepresented linguistic domains.

Impact of Language Typology on Figurative Speech
Detection Languages can generally be classified into two
typological categories: analytical and morphologically rich
languages (MRLs). Analytical languages, such as English,
rely primarily on word order and auxiliary words to convey
meaning, exhibiting minimal inflectional morphology. On
the other hand, MRLs, such as Arabic, encode extensive
grammatical information within words through affixes,
conjugations, and other morphological processes. For
instance, in English, pluralization is mostly achieved
by adding an "-s” to a noun (e.g., book vs. books),
whereas in Arabic, pluralization can involve internal vowel
changes (e.g., :_'L“é VS. ;5&). Similarly, verb tenses in
English often require auxiliary verbs (I will go), whereas
Arabic uses rich verb conjugations that incorporate tense,
subject, and aspect within a single word form («a3lw).
These structural differences necessitate distinct processing
techniques, making rule-based approaches more viable
for Arabic, while English benefits more from predictive
models. This fundamental difference in structure has direct
implications for figurative speech detection, as illustrated in
Figure 10.

The analysis presented in Figure 10 reveals a clear
preference for predictive methods across both language
categories, with 76% of studies on analytical languages
employing such approaches, compared to 68% for MRLs.
This dominance can be attributed to the widespread
availability of large corpora and pretrained language models,
which perform well in analytical languages due to their
simpler syntactic structure and greater availability of
annotated resources. Additionally, the inherent complexity of
MRLs poses challenges to purely predictive models, often
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Figure 10. Comparison of figurative speech detection methods

requiring additional rule-based enhancements to capture
intricate morphological patterns.

Despite the overall dominance of predictive methods, rule-
based approaches are notably more prevalent in MRLs (25%)
than in analytical languages (8%). This can be explained
by the necessity of leveraging linguistic rules to address
rich morphology and syntactic complexity that predictive
models struggle to generalize effectively. Conversely, the
lower proportion of hybrid methods in MRLs (8%) compared
to analytical languages (17%) suggests that researchers may
face challenges in integrating both approaches effectively,
potentially due to resource limitations and the increased
complexity of morphological analysis.

Prepared using sagej.cls

I Predict
Il Rule-bz
mmm  Hybrid

Morphologically rich
age Typology

across language typologies.

The distribution of methods across typologies highlights
the need for a tailored approach to figurative speech
detection, considering linguistic characteristics and data
availability. While predictive models remain the preferred
choice, a growing trend towards hybrid methods in
analytical languages suggests that further research could
explore similar integration strategies for MRLs to improve
performance and generalization across diverse linguistic
structures.

Discussion

Performance varies across different figurative speech style
levels, with discourse-level tasks achieving the highest
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overall accuracy and F1-scores. This suggests that contextual
cues available in discourse provide valuable information for
figurative language detection. Syntactic-level tasks achieve
high accuracy but lower Fl-scores, indicating challenges
in handling structural complexity and class imbalance.
Pragmatic and semantic styles, which rely heavily on
contextual understanding, exhibit variability in precision
and recall, reflecting the challenges in capturing implicit
meanings effectively.

The analysis also reveals a strong reliance on English
datasets, highlighting a significant resource imbalance across
languages. English datasets dominate the landscape due to
their widespread availability, while low-resource languages
such as Bengali and Gujarati remain underrepresented.
The findings emphasize the need for more diverse and
representative datasets to ensure equitable advancements
in figurative speech detection across different linguistic
contexts. Additionally, dataset availability varies by style
level, with discourse-level figurative speech receiving the
most attention due to the prevalence of social media data.

Embedding-based feature extraction techniques emerge as
the most dominant approach, accounting for a substantial
portion of the analyzed studies. This indicates a growing
preference for leveraging pre-trained language models
and distributed representations to capture contextual and
semantic nuances of figurative language. However, the
relatively low usage of figurative-specific features suggests
that current approaches rely more on general linguistic
features rather than specialized ones tailored for figurative
speech. Syntactic and lexical features continue to play a
crucial role, particularly for rule-based methods, which
benefit from structural cues in figurative expressions.

Deep learning models dominate the methodological
landscape, reflecting their superior capability to capture
complex contextual relationships in figurative language.
Traditional machine learning models, such as SVM and
Random Forest, maintain relevance for structured and
interpretable analyses but are significantly outpaced by deep
learning approaches. Rule-based methods, though used less
frequently, remain crucial for specific figurative styles with
well-defined structures. The analysis also indicates a rising
interest in ensemble models, combining various approaches
to enhance robustness and accuracy.

Our findings largely align with existing literature in
several key areas, while also revealing notable deviations
that highlight evolving trends and emerging challenges in
figurative speech detection.

Consistent with prior reviews, our analysis confirms the
dominance of English datasets, reinforcing the notion that
resource availability remains a major barrier for low-resource
languages. Studies such as [51] and [52] similarly observed
a disproportionate focus on English corpora, emphasizing
the need for broader linguistic diversity. Moreover, the
widespread adoption of deep learning techniques observed
in our study mirrors previous findings that highlight the
transition from traditional machine learning methods to more
sophisticated neural architectures. The continued reliance
on embeddings for feature extraction aligns with earlier
observations, underscoring their effectiveness in capturing
semantic richness across various figurative styles.

Prepared using sagej.cls

Our findings indicate a pronounced shift towards deep
learning, with hybrid models gaining traction only in recent
years. This shift suggests a growing preference for data-
driven methods and the diminishing reliance on handcrafted
features, which were once considered foundational in
figurative speech detection. Additionally, our analysis
reveals an increased focus on pragmatic and discourse-level
figurative speech styles, a trend that was less evident in
earlier studies which primarily concentrated on syntactic and
lexical styles. This evolution can be attributed to the rise
of social media platforms, where contextual and pragmatic
understanding is crucial for effective interpretation.

An important trend observed in our findings, which
diverges from prior studies, is the increasing integration
of external resources such as lexicons, knowledge bases,
and pretrained models. This suggests a growing recognition
of the importance of domain adaptation and explainability,
aspects that were previously overlooked in figurative speech
detection. Furthermore, our findings highlight a shift towards
more comprehensive evaluation metrics, moving beyond
traditional accuracy-based assessments to include measures
such as Fl-score and precision-recall balance, offering a
more nuanced understanding of model performance.

These comparisons underscore both the progress and
persisting gaps in the field, reinforcing the need for further
interdisciplinary efforts to bridge linguistic, computational,
and cultural dimensions of figurative speech detection.

The findings of this study provide several key implications
for future research and practical applications in figurative
speech detection. These implications span across dataset
development, methodological improvements, and real-world
deployments.

Data Expansion and Diversity Our analysis underscores
the pressing need for expanding datasets to include a
more diverse range of languages, particularly low-resource
languages. The limited representation of morphologically
rich languages such as Arabic suggests that future
research should prioritize the creation of annotated
corpora that capture linguistic complexities beyond English.
Additionally, efforts should focus on incorporating more
varied sources, such as conversational data and literary texts,
to enhance the generalizability of detection models across
different contexts.

Methodological Advancements The observed domi-
nance of deep learning approaches highlights the potential
for leveraging advanced architectures such as transformers
and hybrid models to improve figurative speech detection.
While our analysis focused primarily on text-based figurative
speech detection, it is important to acknowledge that there
have been efforts in the multimodal domain, integrating
textual, visual, and contextual information to achieve a richer
representation of figurative meaning. Future research should
further explore such multimodal approaches, which can offer
deeper insights into figurative expressions across different
modalities, enhancing model performance in complex real-
world applications.

Practical Applications The evolving landscape of figura-
tive speech detection presents promising applications across
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various domains. In social media analysis, improved de-
tection systems can aid in identifying misinformation, sar-
casm, and hate speech more accurately, thus contributing to
safer online environments. In educational contexts, figurative
speech detection tools can enhance language learning by
offering automated feedback and insights into figurative
expressions used in literature. Additionally, customer senti-
ment analysis in businesses can benefit from more nuanced
detection capabilities, enabling brands to understand and
respond to consumer feedback more effectively.

Overall, our study provides a roadmap for future research
to enhance the robustness and the applicability of figurative
speech detection models in both academic and industrial
settings.

While this study provides a comprehensive analysis of
figurative speech detection, several limitations must be
acknowledged.

Data Availability and Diversity The analysis is limited
by the availability and diversity of datasets, which may not
fully represent the entire spectrum of figurative speech across
different languages and cultural contexts. Low-resource
languages, in particular, suffer from a lack of annotated data,
which may introduce biases toward languages with richer
textual resources, such as English.

Feature Engineering Biases Despite the effort to
categorize feature engineering techniques, the effectiveness
of these features may vary across datasets and figurative
styles. The generalizability of findings across different
domains is limited, as certain feature sets may be optimized
for specific tasks but underperform in others.

Model-Centric Focus This study primarily focused on
evaluating model performance, potentially overlooking prac-
tical deployment challenges such as computational effi-
ciency, real-time processing constraints, and user inter-
pretability. Additionally, the dominance of deep learning
models in the literature may overshadow promising rule-
based and hybrid approaches that could be more suitable for
specific applications.

Subjectivity in Annotation The inherent subjectivity in
annotating figurative speech poses a challenge in achieving
consistent and reliable datasets. Variability in annotation
guidelines and inter-annotator agreement could impact the
reported model performance and introduce inconsistencies
across different studies.

Exclusion of Multimodal Approaches While our analysis
focused on text-based detection, emerging multimodal
approaches that integrate visual and auditory cues were not
considered. This exclusion may limit the applicability of our
findings to domains where figurative expressions rely heavily
on non-textual elements.

Despite these limitations, the insights gained from this
study provide a valuable foundation for future research and
practical applications in figurative speech detection.

Building upon the insights gained from this study, several
promising directions for future research in figurative speech
detection can be explored.

Expansion of Multilingual and Low-Resource Studies
Future research should focus on developing datasets and
models tailored for underrepresented languages, particularly
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morphologically rich and low-resource languages. Leverag-
ing transfer learning, cross-lingual embeddings, and mul-
tilingual pre-trained models such as mBERT and XLM-
RoBERTa can help bridge the linguistic gap and enhance
performance across diverse languages.

Integration of Multimodal Approaches Given the inher-
ent complexity of figurative speech, integrating multimodal
signals such as images, videos, and audio alongside text
can provide deeper contextual understanding. Future studies
should explore how multimodal fusion techniques can im-
prove the detection of figurative expressions, particularly in
domains such as social media and marketing.

Improved Explainability and Interpretability As deep
learning models become more prevalent in figurative speech
detection, enhancing their explainability remains crucial.
Future research should focus on incorporating explainable
Al (XAI) techniques such as attention visualization,
counterfactual reasoning, and post-hoc explanations to
provide clearer insights into model decisions and increase
trustworthiness.

Task-Specific Model Optimization Different figurative
speech styles (e.g., metaphor, parallelism, litotes) pose
unique challenges that may require specialized models.
Future work could focus on developing tailored architectures
and training strategies optimized for specific styles, allowing
for more accurate and efficient detection.

Robustness and Generalization Across Domains En-
suring that models generalize well to unseen domains and
contexts is critical for practical applications. Future studies
should investigate domain adaptation techniques and adver-
sarial training to improve the robustness of figurative speech
detection models across varied data sources and genres.

Ethical Considerations and Bias Mitigation Future
research should address ethical challenges related to fairness
and bias in figurative speech detection. Efforts to ensure
balanced datasets, mitigate cultural biases, and enhance
model transparency will contribute to the responsible
deployment of these technologies in real-world scenarios.

By pursuing these directions, researchers can further
advance the field of figurative speech detection, making it
more inclusive, interpretable, and applicable across various
domains and languages.

Conclusion

This systematic literature review provides a comprehensive
examination of figurative speech detection, analyzing the
datasets, methods, and challenges that characterize the
field. Our findings underscore the dominance of English
datasets, highlighting the urgent need for greater linguistic
diversity and representation of low-resource languages. The
imbalance in dataset availability suggests that future efforts
should prioritize the development of annotated corpora for
morphologically rich and underrepresented languages to
ensure the broader applicability of detection models.

From a methodological perspective, our analysis re-
veals a clear shift toward deep learning approaches, with
transformer-based models such as BERT and RoBERTa lead-
ing the field. While these models achieve state-of-the-art per-
formance, traditional machine learning approaches and hy-
brid methods continue to play a role in resource-constrained
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and interpretability-driven scenarios. Feature engineering
techniques, particularly embedding-based representations,
have proven to be instrumental in improving model perfor-
mance, though there remains room for incorporating more
figurative-specific features to capture the nuances of different
styles of figurative speech.

The review also identifies significant variations in
performance across different figurative speech styles and
linguistic levels. Discourse-level figurative speech, largely
driven by the availability of social media data, has received
the most attention, whereas syntactic and pragmatic styles
present unique challenges that require further exploration.
The variability in evaluation metrics across studies highlights
the need for standardization in performance assessment to
facilitate fair comparisons and reproducibility.

Despite advancements, key challenges persist in figurative
speech detection. These include annotation inconsistencies,
class imbalances, and model interpretability issues. The
reliance on English-centric benchmarks and the limited
focus on low-resource languages further exacerbate these
challenges. Additionally, our study highlights the exclusion
of multimodal approaches, which, while beyond the scope of
our analysis, present a promising avenue for future research
by integrating textual, visual, and contextual information.

Looking forward, we propose several directions to ad-
vance the field. Expanding multilingual research, developing
explainable Al models, and improving the generalizability
of models across domains are crucial steps to enhancing
the robustness and inclusivity of figurative speech detection
systems. Furthermore, ethical considerations, including bias
mitigation and fairness in datasets and models, should remain
a priority to ensure responsible Al deployment.

In conclusion, while significant progress has been made
in figurative speech detection, there remain numerous
opportunities for growth and refinement. This study provides
a foundation for future research, aiming to bridge existing
gaps and support the development of more effective,
inclusive, and interpretable solutions for understanding
figurative language across diverse linguistic and cultural
contexts.
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Appendix

Table 11. Analyzed literature works

Publication type Venue Selected Studies
Journal article ACM Trans. Asian Low-Resour. Lang. Inf. Process. [37]
Applied Sciences [53], [54]
ArXiv [55]
Argument & Computation [56]
Cognitive Science [38]
Computational Linguistics [57]
Computers [58]
Electronics [40]
Expert Systems [59]
Frontiers in Artificial Intelligence [60]
Heliyon [61], [42]
IEEE Access [62], [63]
Information Discovery and Delivery [64]
Information Processing & Management [65], [66]
International Journal of Advanced Computer Science and Applica- [67]
tions
International Journal of Advanced Computer Science and Applica- [68], [33]
tions (IJACSA)
International Journal of Computational Linguistics (IJCL) [69]
International Journal of Interactive Multimedia and Artificial [70]
Intelligence
International Journal of Recent Technology and Engineering [71]
(IJRTE)
International Journal on Recent and Innovation Trends in Computing  [72]
and Communication
Journal of Biomedical Informatics [73]
Journal of Computer Science [74]
Journal of Intelligent Systems [46]
Journal of Universal Computer Science [75]
Knowledge-Based Systems [44]
Language Resources and Evaluation [76]
Malaysian Journal of Computer Science [77]
Measurement: Sensors [78]
Multimedia Tools and Applications [35]
Neural Computing and Applications [79]
Pattern Recognition Letters [80]
Procedia Computer Science [81], [32], [82]
SN Applied Sciences [83]
Technical Reports on Language Technology [84]
Training, Language and Culture [85]
Conference pro- 2017 20th Conference of the Oriental Chapter of the International [86]
ceedings Coordinating Committee on Speech Databases and Speech 1/O
Systems and Assessment (O-COCOSDA)
2021 International Joint Conference on Neural Networks (IJCNN) [39]
Advances in Information Retrieval [87]
CMNA @COMMA [88]
IberLEF@SEPLN [89]
International Conference on Computational Linguistics and Intelli- [34], [90]
gent Systems
Natural Language Processing and Information Systems [91]
Proceedings - International Conference on Tools with Artificial [92]
Intelligence, ICTAI
Proceedings of the 12th Global Wordnet Conference [93]
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Publication type Venue Selected Studies
Proceedings of the 2018 Conference on Empirical Methods in [94]
Natural Language Processing
Proceedings of the 28th International Conference on Computational  [95]
Linguistics
Proceedings of the 29th International Conference on Computational  [45]
Linguistics
Proceedings of the 3rd Workshop on Figurative Language Processing  [96], [97]
(FLP)
Proceedings of the 5th Joint SIGHUM Workshop on Computational  [98]
Linguistics for Cultural Heritage, Social Sciences, Humanities and
Literature
Proceedings of the 61st Annual Meeting of the Association for [99]
Computational Linguistics (Volume 4: Student Research Workshop)
Proceedings of the ACM Web Conference 2024 [100]
Proceedings of the International Joint Conference on Neural [43]
Networks
Proceedings of the Second Workshop on Figurative Language [41]
Processing
Proceedings of the Twelfth Language Resources and Evaluation [101]
Conference
Working Notes of FIRE 2019 - Forum for Information Retrieval [102], [36], [103]
Evaluation, Kolkata, India, December 12-15, 2019

Thesis University of Passau [104]

Table 12. Summary of survey articles on figurative speech detection.

Focuses on lesser-known rhetorical
figures, their definitions, datasets,
and detection techniques. Highlights
challenges such as dataset scarcity,
rule-based approach reliance, and
the need for deep learning methods.
Suggests potential for improvements

The review identifies deep learning
as the most frequently used tech-
nique for sarcasm detection in recent
studies. It emphasizes Twitter as the
most commonly used data source and
F1-score as the preferred evaluation
metric. The study highlights the chal-
lenges of sarcasm detection due to
ambiguity and context dependence,
and suggests future directions such
as exploring multimodal approaches
and multilingual sarcasm detection

ID Figures of Speech Cov- Languages Time Span ~ Number of Main Insights
ered Covered Studies
[51]  Aantithesis, epanalepsis, English (74 2006 - 2024 86 different
zeugma, hyperbole, papers), approaches
meiosis, irony, German were
sarcasm, metaphor, (10), analyzed
rhetorical question,  Russian (8), across 39
litotes, oxymoron, French (4), primary
polysyndeton, chiasmus, Latin  (4), studies
and more Chinese (3), using LLMs.
Czech (2),
Japanese (1)
[105] Sarcasm, irony Studies 2019 -2022 30 studies
primarily were
focus on reviewed
English
[106] Sarcasm, irony. English. 2010 -2022 60 papers.

Model advancements from machine
learning to deep learning and trans-
formers; data selection remains a
challenge; context incorporation im-
proves performance.
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ID Figures of Speech Cov- Languages Time Span ~ Number of Main Insights
ered Covered Studies
[107] Sarcasm and irony English is 2006 -2021 87 papers The study identifies three major
the primary were paradigm shifts in sarcasm detec-
focus; other reviewed tion: 1) semi-supervised pattern ex-
languages traction, 2) hashtag-based supervi-
like Italian, sion, and 3) incorporation of extra-
Czech, textual context. The review empha-
Dutch, sizes challenges such as sarcasm’s
Greek, implicit nature, the need for context-
Indonesian, aware models, and the effectiveness
Chinese, of deep learning techniques
and Hindi
are also
mentioned
[52]  Sarcasm, irony, English 2005 -2019 120 studies The review covers computational
metaphor, simile, (majority), analyzed techniques for detecting figurative
hyperbole, humor, satire  with language on social networks, em-
mentions phasizing challenges posed by non-
of other literal text and the role of contextual
languages understanding. It discusses feature
such as extraction methods, dataset charac-
Spanish and teristics, and evaluation metrics used
Arabic in different studies
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