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Abstract.
Capturing data in the form of network’s is becoming an increasingly popular approach for modeling, analyzing and visu-

alising complex phenomena, to understand the important properties of the underlying complex processes. Access to many
large-scale network datasets is restricted due to the privacy and security concerns. Also for several applications (such as func-
tional connectivity networks), generating large scale real data is expensive. For these reasons, there is a growing need for
advanced mathematical and statistical models (also called generative models) that can account for the structure of these large-
scale networks, without having to materialize them in the real world. The objective is to provide a comprehensible description
of the network properties and to be able to infer previously unobserved properties. Various models have been developed by
researchers, which generate synthetic networks that adhere to the structural properties of real networks. However, the selection
of the appropriate generative model for a given real-world network remains an important challenge.

In this paper, we investigate this problem and provide a novel technique (named as TripletFit) for model selection (or network
classification) and estimation of structural similarities of the complex networks. The goal of network model selection is to select
a generative model that is able to generate a structurally similar synthetic network for a given real-world (target) network. We
consider six outstanding generative models as the candidate models. The existing model selection methods mostly suffer from
sensitivity to network perturbations, dependency on the size of the networks, and low accuracy. To overcome these limitations,
we considered a broad array of network features, with the aim of representing different structural aspects of the network
and employed deep learning techniques such as deep triplet network architecture and simple feed-forward network for model
selection and estimation of structural similarities of the complex networks. Our proposed method, outperforms existing methods
with respect to accuracy, noise-tolerance, and size independence on a number of gold standard data set used in previous studies.

Keywords: Complex Networks, Deep Learning, Generative Models, Model Selection

1. Introduction

Datasets emerging from different fields such as biology, neuroscience, engineering, social science,
economics, etc. are often represented as networks to understand the complex systems in these fields.

To understand the formation and evolution of real-world networks various generative models have
been proposed to generate synthetic networks that follow the non-trivial topological properties of real-
world networks [1–6]. For example, Watts-Strogatz model [4] synthesizes small-world networks with
small average path length and high clustering coefficient, and Barabási - Albert model [1] generate scale-
free networks with long-tail (power law) degree distribution. In addition to degree distribution, clustering
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and path lengths, other structural properties such as modularity, assortativity and special eigenvalues -
are also supported in newer generative models [3, 7].

Despite the progress made in proposing many generative models, there is currently no universal gen-
erative model that is applicable for all applications. Therefore, prior to network generation, we have to
perform the non-trivial task of choosing the appropriate generative model for a particular application
(also called model selection). Since we want to choose the model that is most representative of the real
network, model selection involves deep analysis of the properties of the given network (called target net-
work), and accordingly the most appropriate model is chosen. Essentially, model selection attempts to
evaluate a library of candidate generative models and predict which the most appropriate for generating
complex network instances similar to the real network. There are many applications of model selec-
tion including network sampling [8–11], simulation of network dynamics [12–14] and summarization
[15–17] etc.

In order to perform an effective model selection, we require a similarity measure to compare net-
works across their topological properties such as average path length, transitivity, clustering coefficient,
modularity, etc.. Lots of literature discussed the importance of structural similarity metric for complex
networks, an appropriate definition of distance similarity metric is the basis for many machine learning
and data analysis tasks such as classification and clustering [15, 18–21]. An important property of the
chosen distance metric is that it should be agnostic to network size so that it can compare networks of
different scales. This is a departure from other similarity/dissimilarity notions including graph similarity
with known node correspondence [21], classical graph similarity approaches (including graph align-
ment, graph matching, graph isomorphism) [22, 23]. One related approach to developing a network
similarity metric is to create a feature vector for each network based on existing network topological
properties and then computing the similarity of feature vectors based on Euclidean distance in feature
space [15, 18, 24]. In this paper, we propose a novel method for automatic learning of the similarity
metric via a specialized deep neural architecture. The model learns via supervised training wherein it
learns from pairs of similar and dissimilar networks and maps the features onto space where distances
between similar networks are smaller than distances between dissimilar networks.

2. Related work

In the literature, several network model selection (or network classification) methods are available
most of them are based on graphlet counting feature [19, 25, 26], and combination of local and global
features of network topology [17, 27, 28] for selecting the best generative model. Other methods are
also developed for model selection problem [29, 30].

To measure the structural similarities between two networks various quantitative measures have been
reported [15, 18, 20, 23, 24, 26, 28, 31, 32]. Graph isomorphism is one of the classical approaches to
compare two graphs. Two graphs are said to be isomorphic if they have an identical topology. Some
variants of this approach are also proposed, including subgraph isomorphism and maximum common
subgraphs [33]. Several isomorphism-inspired methods based on counting the number of spanning trees
[34] and computing the node-edge similarity scores are also available [23]. These different methods are
computationally expensive and not suitable for the large complex networks. Various approaches utilized
graphlet counts as a measure of network similarity [19, 26, 35] and distance measures for network
comparison in which network are represented in the form of feature vectors that summarize the network
topology [3, 15, 17, 33, 36].
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3. Materials and Methods

In this section we describe our model, formly known as ’TripleFit’, for complex networks. The model
consists of two important processes : (a) model selection and (b) estimte network structural similarity.
The model selection is based on the structural similarity between two complex networks. For a given
target (realistic) network instance, the proposed method chooses the appropriate generative model among
six generative models that can generate a synthetic network similar to the target (realistic) network. The
selection of the best model is based on the embedded feature space of the target network and various
synthetic networks generated from different generative models. In the proposed method, we developed
a network distance metric by utilizing topological features for separating the various types of network
classes. The simplest choice would be to compute the Euclidean distance between the two topological
feature vectors of two networks. In this way, we utilize the triplet neural network architecture to learn
the best distance metric [43]; the goal will be to learn a transformation from the original feature space
to an embedded feature space, in which the euclidean distance between similar networks is smaller than
distances between dissimilar networks. We also quantify the structural similarity between two networks
by computing the Euclidean distance between the corresponding network topological feature vectors in
transformed space.

3.1. Dataset description:

In this study, we have taken a gold standard data set 1 named as Reference Networks Datasets (RND)
used in the previous study [28] that describes a Noise-tolerant model selection method for complex
networks. For evaluating the network model selection they consider six network generative models:
Kronecker Graphs (KG) [3], Forest Fire model (FF) [2], Barabási-Albert model (BA) [1], Watts-
Strogatz model (WS) [4], Erdös-Rényi (ER) [53] and Random Power Law (RP) [54]. The detailed
description of the dataset is given in the referred study [28].

3.2. Overall model selection strategy:

Figure 1 shows a high-level view of the model selection process. The methodology is configurable by
several decision points, such as the set of considered network features, the candidate generative models.
The steps for constructing the final network classifier are described here:

(1) We took 1000 network instances of different size and densities (using different parameters) for
each candidate network generative model from RND, for capturing their growth mechanism and
generation process. These network instances will form the dataset for learning the triplet neural
network.

(2) We extract the topological features (clustering coefficient, modularity, degree distribution, etc.) of
each network instance. The result is a dataset of labeled structural features in which each record
consists of topological features of a synthesized network along with the label of its generative
model.

(3) Construct the triplets a from the labeled dataset which comprises of the positive, negative and
anchor samples, where the positive and anchor sample is of the same class (or same generative
model), and the negative sample is of a different class. These triplets are utilized for learning the

1Downloaded from http://ce.sharif.edu/ aliakbary/datasets.html on May 5, 2016.
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Fig. 1. The proposed methodology for model selection.

distance metric using a triplet network. So, we train the triplet neural network using the different
triplets. This trained triplet neural network transforms the feature space into another feature space
(called embedding feature space) in which the distance between the positive and anchor sample is
smaller than the distance between negative and anchor sample. This new embedding feature space
will form the dataset for learning a network classifier.

(4) The labeled embedding feature dataset forms the training and test data for a supervised learning
algorithm. The learning algorithm will return a network classifier which can predict the class (the
best generative model) for a given network instance.

(5) The same topological features used in Step 2 are also extracted from the real world (target) net-
work. Then pass this feature vector into trained triplet neural network, which we trained in Step 3
and generate the embedding feature vector of the target network. This embedding feature vector of
the target network is used as the input of the learned classifier, which is trained in Step 4.
The learned network classifier is a customized model selector for finding the model that fits the

target network. It gets the topological features of the target network as the input and returns the
most compatible generative model.

Besides the network model selection, proposed method also estimate the structural similarities of
networks. For measuring the structural similarity between two networks, we extract the topological
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features of two given networks as in Step 2. Then we pass both feature vectors into trained triplet neural
network, trained in Step 3, and generate embedding feature vectors for both networks. Then we compute
the Euclidean distance between the two embedding feature vectors, representing the similarity between
two networks. The distances between similar networks are smaller compared to dissimilar networks.
Section 4.3 describes the computation of structural similarities between the network instances generated
in Step 1. Detailed description of the steps described in the above section are presented below:

3.3. Network Features

The process of model selection, as described in Figure 1, utilizes network topological features in
the second and fifth steps. There are various features are defined in network literature to quantify the
topological properties of the network. We considered only some well-known and frequently studied
measures, which are relevant to our study. A diverse set of local and global network features were
utilized to construct feature vectors. A brief description of the calculated measures is as follows:

• Degree distribution: Degree distribution defined as the probability distribution of the degrees of
all nodes of the network. We quantify a degree distribution by computing its variance (V) [42], gini
coefficient (G) [42]. The Variance and gini coefficient of degree distribution are defined as follows:

V =

√

1
N

∑N
i=1(ki − µ)2

µ
(1)

G =
1

µ
∗

1

2N2

N
∑

i=1

N
∑

j=1

|ki − k j| (2)

Where ki and k j are the degrees of the nodes. N is the number of nodes in the network and µ is the
mean of the degree.

• Entropy: The entropy of the degree distribution provides an average measurement of the hetero-
geneity which in turn determines the robustness of the network. Formally, the entropy is defined as
[41]:

E = −
∑

k

p(k)log(p(k)) (3)

Where p(k) refer the probability of fraction of nodes having degree k.
• Clustering coefficient: Clustering coefficient is a measure of segregation in network analysis. Clus-

tering coefficient C(v) of a node v is defined as the number of links that exist between the direct
neighbours of that node divided by the maximum number of possible links. Formally, given a node
v with Nv neighbors and lv links within the neighbors, the clustering coefficient C(v) is defined as
follows:

C(v) =
2× lv

Nv.(Nv − 1)
(4)
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The clustering coefficient C for the whole network is calculated by the average value of C(v) over
all v [4].

• Characteristic path length: The mean of the shortest path length between all pairs of nodes also
called the characteristic path length [4] and is a measure of network integration. For a graph G with
n nodes, the network characteristic path length is given by:

L =
1

n.(n − 1)

∑

u,v∈G:u 6=v

d(u, v) (5)

where d(u, v) is the shortest path length between vertices u and v in G.
• Efficiency: Global efficiency is a measure of integration, that is the calculated by average inverse

shortest path length between all pairs of nodes in the network. For a graph G with n nodes and k

edges, the global efficiency of a network is defined as [37, 38]:

Eg =
1

n.(n − 1)

∑

u,v∈G:u 6=v

1

d(u, v)
(6)

where d(u, v) is the shortest path length between vertices u and v in G.
• Assortativity coefficient: Assortativity is a measure of how well nodes of similar degree are linked

to one another in the network. A network is said to show assortative mixing if high degree nodes
have a high tendency to connect to other high degree nodes and similarly low degree nodes have
a bias towards connecting to low degree nodes. To quantify the level of assortative mixing in a
network we define an assortativity coefficient which is defined as [39]:

r =
l−1

∑

e∈E ded
′
e − [ l−1

2

∑

e∈E(de + d′
e)]

2

l−1

2

∑

e∈E(d
2
e + d′2

e )− [ l−1

2

∑

e∈E(de + d′
e)]

2
(7)

Where de and d′
e are the degrees of the two nodes at either end of the eth edge in the network. l is

the total number of links, E is the set of all links in the network.
• Modularity: Modularity has been widely used as a quality measure for measure the strength of

division of a network into modules (also called cluster or communities). Networks with high mod-
ularity have dense connections between the nodes within modules but sparse connections between
nodes in different modules. The modularity of an unweighted graph partitioned into modules is
evaluated by [40]:

Q =
1

2.m

∑

u,v

[Au,v −
kukv

2.m
]δ(cu, cv) (8)

Where ku and kv are the degrees of u and v, m is the number of links of the network, cu the com-
munity of node u and δ(cu, cv) = 1 if cu = cv and δ(cu, cv) = 0 otherwise. Thus the problem of
discovering the modules of a network reduces to optimizing modularity.
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Network features are not standardized i.e. there is no universal best set of features for networks and
other features such as shrinking diameter, densification, vulnerability, network resilience, rich-club phe-
nomenon, etc. have also been used. The proposed methodology is not limited to the specified network
feature set. Hence, one can also utilize another set of features, according to their application domain. In
this study, we utilized only 8 network topological features.

3.4. Triplet Neural Network

Triplet neural network is a deep learning models, which aims to learn useful representations of data
by distance comparisons [43]. Recently, triplet network architecture have successfully applied in many
computer vision tasks [44–47]. In past few years, deep learning models have been widely exploited
to solve various machine learning tasks. Deep Learning algorithm is automating the extraction of high-
level meaningful complex abstractions as data representations (features) through the use of a hierarchical
learning approach. The notion of hierarchical features stems from neuroscientific discoveries of the
visual cortex that indicate a hierarchy of cells with successively higher level cells firing for more complex
visual patterns [48–52].

Fig. 2. A schematic representation of Triplet Neural Network architecture, which consists three feed forward neural
networks of the same instance with shared parameters.

Triplet network, as shown in the Figure 2, is a model inspired by the Siamese Network which com-
prise three feed forward networks of the same instance with shared parameters. The network gives two
intermediate values when fed three samples to it. These intermediate values come from L2 distances be-
tween the embedded representation of two of its inputs from the representation of third. Symbolically, if
we denote these inputs as Xa (anchor), Xp (positive), and Xn (negative) and the embedded representation
of network as Net(X) then the triplet score just before the last layer computed as:

TripletNet(Xp, Xa, Xn) =

{

‖Net(Xa)− Net(Xp)‖2
‖Net(Xa)− Net(Xn)‖2

}

∈ R2
+ (9)
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We train this network for a 2-class classification problem using the triplet input (Xp, Xa, Xn) where
(Xa, Xp) are chosen from same class and (Xa, Xn) from the diffrent class. The training process encourages
the network to find an embedding where the distance between Xa and Xn is larger than the distance
between Xa and Xp (i.e., minimizes the distance between a pair of examples with the same class label)
plus some margin. We compared the SoftMax output of this TripletNet vector with vector (1, 0). Softmax
function for vector X = [x1, x2, x3, . . . , xn] is defined as:

S o f tMax(xi) =
exi

∑n
j=1 ex j

(10)

The loss function is defined as:

Loss(d+, d−) = ‖d+, d− − 1‖22 (11)

Where

d+ =
e‖Net(Xa)−Net(Xp)‖2

e‖Net(Xa)−Net(Xp)‖2 + e‖Net(Xa)−Net(Xn)‖2
(12)

and

d− =
e‖Net(Xa)−Net(Xn)‖2

e‖Net(Xa)−Net(Xp)‖2 + e‖Net(Xa)−Net(Xn)‖2
(13)

We note that, Loss(d+, d−) → 0, if and only if

‖Net(Xa)− Net(Xp)‖2
‖Net(Xa)− Net(Xn)‖2

→ 0, (14)

which is the required objective. We utilized the back-propagation algorithm to update the model on
all three samples (Xa, Xp and Xn) simultaneously, using the same shared parameters.

3.5. Triplet Neural Network Architecture

Here, we briefly describe the implementation details of Triplet Neural Network. A Triplet Neural Net-
work consists of three feedforward neural networks of shared weights, followed by two layers. An ad-
vanced activation function ELU (Exponential Linear Unit) are applied between two consecutive layers.
Network configuration (ordered from input to output) consists of layers dimensions {8, 32, 16} where a
16 the final embedded representation of the feature vector on which the distance has been measured.
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3.6. Network Models

Among several existing network generative models, we have selected six important models: Kronecker
Graphs (KG) [3], Forest Fire model (FF) [2], Barabási-Albert model (BA) [1], Watts-Strogatz model
(WS) [4], Erdös-Rényi (ER) [53] and Random Power Law (RP) [54]. The selected models are the state
of the art methods of network generation. Existing model selection methods have ignored some new and
important generative models such as Kroneckr graphs and Forest Fire [28]. All the models are briefly
described in the study [28]. The characteristic of above six generative models are defined as follows:

• Erdös-Rényi (ER): This model generates completely random networks. The number of nodes and
edges are configurable [53].

• Barabási-Albert model (BA): This model generates random scale-free networks using a preferen-
tial attachment mechanism [1].

• Watts-Strogatz model (WS): This model generates synthetic networks with small characteristic
path lengths and high clustering coefficient. It starts with a regular lattice and then rewires some
edges of the network randomly [4].

• Forest Fire model (FF): In this model, edges are added in a process similar to a fire-spreading
process. This model is inspired by Copying model and Community Guided Attachment but supports
the shrinking diameter property [2].

• Random Power Law Model (RP): The RP model generates synthetic networks by following a
variation of ER model that supports the power law degree distribution property [54].

• Kronecker Graphs (KG): This model generates realistic synthetic networks by applying a non
standard matrix operation (the kronecker product) on a small initiator matrix. This model is mathe-
matically tractable and supports many network features, such as heavy tail degree distribution, small
diameters, heavy tails for eigenvalues and eigenvectors, and densification and shrinking diameters
over time [3].

4. Results

In this section, we evaluate our proposed method for network model selection and network structural
similarity. We utilize the RND to evaluate our model against other existing methods. The proposed model
is evaluated by first transforming the networks dataset into the feature dataset using the topological fea-
tures mentioned in Section 3.3. Thus we have several network instances generated using six generative
models and many real world networks that correspond to one feature vector representation in feature
dataset. In previous methods size (number of nodes) and/or density of a target network is considered in
the generation of training data [19, 25, 27]. In our methodology, the size and density of the target net-
work are not considered in the generation of the training data. In the proposed method, a Triplet Neural
Network is utilized to find the best network distance metric, which is capable of separating networks of
different classes.

4.1. Evaluation of network distance metric

TripletFit method is based on learning of network distance metric. The distance metric learning prob-
lem is concerned with learning a distance function, which can separate networks of different generative
models. In this study, we choose euclidean distance (L2 norm) as a distance function. We utilized Triplet
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Neural Network [43] to learn the distance function. We train the triplet neural network on the feature
dataset generated in Step 2 of Section 3.2. The trained triplet neural network transforms the feature
dataset into embedded feature dataset, where each generative model is clearly separate (or clustered) in
euclidean space (or embedded space).

Fig. 3. Visualization of embedded feature set into two dimensional space using t-SNE method. The colors correspond to
each individual generative model viz. yellow for ER, red for BA, blue for RP, cyan for KG, green for FF, pink for WS
respectively.

In this section, we show that learned distance function is capable of separating different class gen-
erative models. In this order, we visualize the high-dimensional embedded feature dataset using T-

Distributed Stochastic Neighbor Embedding (t-SNE) technique, which projects the high-dimensional
embedding data into low dimensional embedding. t-SNE is a non-linear dimensionality reduction tech-
nique, allowing visualize of high-dimensional data. It learned the low dimensional embedding by min-
imizing the Kullback-Leibler divergence between the two distributions: a distribution that measures
pairwise similarities of the input data points and a distribution that measures pairwise similarities of
the corresponding low-dimensional points in the embedding [55, 56]. t-SNE representation of high-
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dimensional embedded features dataset into two-dimensional space is given in Figure 3, where different
colors are shown, different generative models.

As described in Figure 3, each class of generative model is clearly separate in embedding feature
space. Hence, we utilized the embedded feature dataset for both model selection (network classification)
and network similarities (network comparison).

4.2. Evaluation of the model selection approach

First, we evaluate the TripletFit for model selection, on the synthetic labeled dataset, which is con-
structed by the network instances of known generative models mentioned in Section 3.6. To the best of
our knowledge, these are the most widely used generative models in network generation applications,
and they also cover a wide range of network structures.

Each generative model offers a set of parameters for tuning the synthesized networks so that they
follow the properties of real (target) networks. The Number of nodes (or network size) is an important
parameter of considered models. Unlike other network model selection methods [17, 19, 25–27], we
select the all the parameters randomly. The size of the network is randomly chosen from 1000 to 5000
nodes, and other network parameters are also chosen randomly from the parameter ranges described in
study [28]. As compared with the size of real (target) network, we generate smaller sizes of the network
instances for training the proposed method. This feature increases the efficiency and performance of our
proposed method. For each generative model, 1000 of network instances are generated using different
parameters.

The generative model selection treated as a network classification problem. In this study, we developed
a supervised learning algorithm for network model selection. In this way, we utilized an Artificial Neural
Network (ANN) model [57, 58] as a classifier to select an appropriate generative model for a given real
network. For training the ANN model, we utilized embedded features dataset generated in Step 3 of
Section 3.2. We performed 10-fold cross-validation process for evaluation of our proposed method,
where the whole dataset is randomly divided into 10 equal subsets. From the 10 subsets, a single subset
is retained as a test set, and the remaining subsets are used as a training data. This process repeated
10 times. We construct the test set in such a way that, in ecah iteartion it contained an equal number
of networks instances (i.e., 100) of each generative model. The final accuracy of proposed method is
calculated by mean of accuracies of each iteration. The detailed average results (average outcome of
10-folds) of the classifier is given in Table 1.

Table 1

Results of TripletFit method on synthetic network dataset.
P
P
P
P
P
P

Pred
True

BA ER FF KG RP SW Class Precision

BA 100 0 0 0 0 0 100%

ER 0 100 0 0 0 0 100%

FF 0 0 100 0 0 0 100%

KG 0 0 0 100 2 0 98.04%

RP 0 0 0 0 98 0 100%

SW 0 0 0 0 0 100 100%

Class Recall 100% 100% 100% 100% 98% 100% Accuracy:

99.70 %
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Aliakbary et. al. [28] compared their proposed method (ModelFit) with various existing model se-
lection methods: GMSCN [27], SVMFit [57, 59], RGF [24], AvgBased, Naïve-Manhattan. GMSCN
utilized LADTree decision tree classifier on RND. SVMFit is an SVM-based classification method.
AvgBased is a distance based classifier which considers an average distance of the given network with
neighbor networks. RGF-method is another distance based method, utilizes the concept of the graphlet
count features. Finally, the Naïve-Manhattan distance can be defined as pure Manhattan distance of
the network features, where all the network features shares the equal weights during distance calcula-
tion.More details about these methods can be found through the research paper [28]. We compared
our proposed method with other methods reported in the work of Aliakbary et. al. [28], a comparative
summary of results is shown in Figure 4.

Fig. 4. The accuracy of different network selection methods.

We also evaluate the robustness of our proposed method by introduce varying noise levels (noise =
5%, 10%, 15%, 20%, and 25%) into the test-case network. The noise was introduced in the network by
rewiring a particular fraction of network edges between the randomly selected pair of nodes. For exam-
ple, to introduce 5% of the noise level in the network, five percent of the network edges were rewired
between the randomly chosen pair of nodes. Figure 5 shows the the average accuracy of the proposed
method for different noise levels. We observed that upto 10% noise level our model outperforms the rest.
Additional noise beyond 10% results in some degradation in performance compared to ModelFit but our
model still remains robust compared to other models published in [28].

4.3. Evaluation of the network similarity approach

In this section, we measure the structural similarities between different synthetic and real world com-
plex networks. In order to measure the network structural similarity between two networks, we compute
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Fig. 5. The robustness of TripleFit with respect to different levels of noise.

the euclidean distance between the embedded feature vectors of corresponding networks. Let p and q be
the two embedded feature vectors then euclidean distance between these two features are given by:

dE(p, q) =

√

√

√

√

n
∑

i=1

(pi − qi)2 (15)

We employ the Euclidean distance as a network structural similarity measure for comparison of real
networks. To measures the structural similarity between two networks, we computes the euclidean dis-
tance between the embedded feature vectors of these two networks. The question is, Is the euclidean
distance capable of describing the structural similarities in real network data? In order to evaluate this,
we compute the euclidean distance between every pair of embedded feature vectors of 6000 network
instances, generated by six different generative models as described in in Step 4 of Section 3.2. Then
we plot a Heatmap of this 6000 × 6000 distance matrix. Figure 6 shows the Heatmap of pairwise dis-
tances between the embedded feture vectors of all network instances of six diffrent generative models.
Figure 6 shows that euclidean distance measurement are consistent with the expectation: euclidean dis-
tance calculates the structural similarity of two networks in a way that networks instances of the same
class (or same generative model) type are considered more similar (small distance) to each other than to
networks of different class.
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Fig. 6. Structural similarities between synthetic networks.

4.4. Case Study

In order to find the effectiveness of proposed method for real networks, we have applied TripleFit
on some real networks. The real network instances and the results of TripletFit on these networks are
described below:

(1) “p2p-Gnutella08”, Gnutella is a small peer to peer file sharing network with about 6, 301 nodes
from August 8 2002. In Gnutella, network nodes represent the host and edges describe the connec-
tion between the host.

(2) “Email-URV”, Email-URV is the network of emails interchanges between members of the Univer-
sity Rovira i Virgili of Tarragona, Spain. This data set is collected by Guimera et al. [60]. The data
covers total 1, 133 members including faculty, student and technicians etc.

(3) “email-Enron”, email-Enron is the communication network covers all the email communication of
Federal Energy Regulatory Commission during its investigation. In this network nodes represent
the email addresses and an edge represents the email interchange between two address i.e., an
address sent at least one email to other address.

(4) “cit-HepPh”, cit-HepPh is a arxiv High Energy Physics Phenomenology paper citation network.
Which covers all the citations within a dataset of 34, 546 papers with 421, 578 edges. The data
covers papers in the period from January 1993 to April 2003.

(5) “cit-HepTh” cit-HepTh is a arxiv High Energy Physics Theory paper citation network. Which
covers all the citations within a dataset of 27, 770 papers with 352, 807 edges. The data covers
papers in the period from January 1993 to April 2003.
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(6) “ca-HepPh” ca-HepPh is a arxiv High Energy Physics Phenomenology collaboration network (or
co-authorship network). Which covers scientific collaborations between authors papers submit-
ted to High Energy Physics - Phenomenology category within a dataset of 12, 008 authors with
118, 521 edges. The data covers papers in the period from January 1993 to April 2003.

(7) “ca-HepTh” ca-HepPh is a arxiv High Energy Physics Theory collaboration network (or co-
authorship network). Which covers scientific collaborations between authors papers submitted to
High Energy Physics - Theory category within a dataset of 9, 877 authors with 25, 998 edges. The
data covers papers in the period from January 1993 to April 2003.

Table 2 shows the results after applying Tripletfit on the real networks as described above. As Table 2
shows, various real-networks, which are selected from a wide range of sizes, densities and domains, are
categorized in different network models by the classifier. This fact indicates that no generative model is
dominated in proposed method for real networks and it suggests different models for different network
structures. The case study also verifies that no generative model is sufficient for synthesizing networks
similar to real networks and we should find the best model fitting the target network in each application.
As a result, the task of generative model selection is an important stage before generating network
instances.

Table 2

Real network samples and the selected generative models.

Network No. of Nodes No. of Edges Selected Model

p2p-Gnutella08 [61] 6301 20777 SW

Email-URV [62] 1133 10903 FF

email-Enron [61] 36692 367662 SW

cit-HepPh [61] 34546 421578 BA

cit-HepTh [61] 27770 352807 ER

ca-HepPh [61] 12008 237010 SW

ca-HepTh [61] 9877 51971 BA

5. Discussion

In this paper, we proposed a novel method for network model selection and network similarity. In
this method, we investigated the network distance metric for comparing the topological propoerties of
the complex networks. Despite most of the existing methods [19, 25, 27], the proposed distance based
method is independent of the size and density of the input network. It is very difficult (sometimes not
possible) to generate synthetic networks with exactly equal densities of input (real) network because
some generative models are not configurable for finely tuning the exact density of synthesized networks.
Equal size and/or density of the network in training data is undesirable because a good model is the
one which tolerates variations in size and density of the networks. In our methodology, the size and
density of the target network are not considered in the generation of the training data. Size and density
independence is an important feature of our method. It enables the classifier to learn from a dataset of
generated networks with different sizes and different densities, perhaps smaller from the size of the target
network. For example, given a very large network instance as the target network, we can prepare the
dataset of generated networks with smaller networks than the target network. This facility decreases the
time of network generation and feature extraction considerably. In case size of our real network grows,
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we can utilize a graph sampling techniques to reduce the size of the network for efficient computation
of different network features [63–68]. The proposed method outperforms the various existing methods,
which highlight the effectiveness of deep learning architectures in the learning of a distance metric for
topological comparison of complex networks. Our proposed method (TripletFit), outperforms the state-
of-the-art methods with respect to accuracy and noise tolerance.
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