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Abstract. Weather forecasting bears significant impacts in our day-to-day life in every aspect from agricultural perspectives
to event management. Weather forecasting becomes an uphill task for countries like Bangladesh where plain lands similarly
coincide with coastal areas or hill tract areas and weather changes frequently. Weather forecasting contains some predictions
of key parameters like wind speed, humidity, temperature, and rainfall. Several previous weather forecasting models used the
complicated mathematical instruments which were rarely accurate. In this paper, regression-based Machine Learning (ML)
models have been presented to predict the weather parameters accurately for Bangladesh. A practical application of ML tech-
niques towards environmental numerical modeling has been developed. The raw dataset has been collected from Bangladesh
Meteorological Division (BMD) which includes data of wind speed, humidity, temperature and rainfall for the past five years
of Bangladesh of several weather stations across the country. Several regression algorithms have been used e.g. Support Vector
Regression (SVR), Linear Regression, Bayesian Ridge, Gradient Boosting (GB), Extreme Gradient Boosting (XGBoost), Cat-
egory Boosting (CatBoost), Adaptive Boosting (AdaBoost), k-Nearest Neighbors (KNN) and Decision Tree Regressor (DTR).
The output of regression techniques has been compared with the existing forecast-based models which show that ML-based
models are more accurate than conventional methods.
Keywords: Machine Learning, Weather Forecasting, Data Mining, Bangladesh Meteorological Division (BMD), Regression

1. Introduction

Weather forecasting is supposed to be a prime factor for Bangladesh’s economy as agriculture plays
a vital role in country’s overall Gross Domestic Product (GDP) which accounts for approximately 20%
of the total amount. Nearly 70% of its total population live in rural areas and 60% of them earn their
livelihood from tillage stuff. Even a significant amount of total annual exports are from farming prod-
ucts which tend to be in the region of 13-18% of the country’s total GDP. So the discrepancy of rainfall,
humidity, wind speed, the temperature in time, space, and aggregation affects the country’s agriculture
which might hamper the economy to a greater extent [1–4].
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Since the dawn of technological advancement, weather forecasting is that much noteworthy which have
been endeavored to predict accurately as much as possible for many years by the experts. Initially, me-
teorologists collect quantitative data to assemble the forecast. Apart from its significant importance in
agriculture and economy, a successful forecast of rainfall and thunderstorm can save airlines from falling
into accidents or unwanted crashes which may cause the death of many people.
Moreover, accurate weather forecast can be beneficial to save times in case of unwanted flight delays.
Temperature and humidity are also key metrics to influence the agriculture and the economy of the coun-
try [5–9]. A few types of data sources like land-based stations, marine, radar, weather balloons, satellite
and paleoclimatic are available and different sorts of instruments are used to collect the data for mea-
surement purposes. After completing the final measurement the data is sent to the satellite from ground
weather stations [10].
Intelligent weather prediction techniques can help us to a certain degree that can help us to make ef-
fective decisions which can save valuable lives, times and property at a time. With the passage of time,
science and technology have advanced to the next level and weather pattern discovery has attracted more
attention. It involves the anticipation of how the current circumstance with the air will change in which
current climate conditions are taken via ground discernments e.g. boats, radar, satellite, airplanes, etc.
Then the accumulated data is forwarded to the meteorological department for further analysis and pro-
cessing which results in knowledge representation via charts, graphs or even maps. Algorithms trade a
large number of discernments onto the surface and upper-air maps and draw the lines on the maps with
cooperation from meteorologists. Later the approximate look of the map will be determined by the algo-
rithms. These sorts of weather forecasting using algorithms is delineated as numerical or computational
climate forecasting [11–13]. Numerical and computational models of weather forecasting methods have
replaced the conventional forecasting methods. Day by day, their usage has become more accustomed
to atmosphere estimation [14, 15]. For example, Bayesian Networks [16] along with contrasting scaling
attributes can be utilized to assess whether there remains any notable pattern in climate information.
Despite having several weather forecasting techniques, complex physics behind weather doesn’t make it
a simpler task which depends on countless traits, and which is also a turbulent and perplexing climatic
event. Intelligent devices can be helpful to collect data and for further analysis cognitive tools are al-
ways used [17]. Moreover, human-made events also play a vital role to affect the parameters of weather.
Multiple cognitive methods including Artificial Neural Network (ANN), Genetic Algorithm (GA) were
applied to predict the weather updates [18–21]. In most cases, ANN showed decent performance in
weather forecasting. In this paper, several regression-based ML algorithms were implemented to predict
the weather and analyze the comparative performance of those algorithms. In the case of weather param-
eters, we used four weather parameters e.g. wind speed, humidity, rainfall, and temperature. We used
multiples statistical regression techniques like SVR, Linear Regression, Bayesian Ridge, GB, XGBoost,
CatBoost, AdaBoost, KNN and DTR to run the weather forecasting [22–30]. In the end, we compared
our measured output with the result of the conventional prediction method. Point to be noted that our
proposed regression-based model provides better computational performance both in training and test-
ing steps. To be candid to declare that ours is the very first regression-based weather forecasting model
for Bangladesh in which all of these regression-based techniques were applied on the weather dataset
provided by BMD.
Over the last few decades, researchers conducted a huge number of a research project for automated
weather forecasting based on Artificial intelligence (AI) which included methods from an expert sys-
tem, fuzzy logic, machine learning, data mining, deep learning, etc. Space-Time model was denoted by
Tae-wong et al. [31] which visualized the short time and geographical conditions of the day by day rain
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event. In case of air temperature prediction different research works were done where Chevalier et al.
[32] did it using SVR. ANN-based temperature forecasting model was developed by Devi et al. [33]
using real-time quantitative data regarding the ongoing state of the atmosphere. Olaiya and Adeyemo
[34] likewise examined the execution of ANN and decision trees amid the grouping of most extreme,
least, and mean temperature, precipitation, dissipation and wind speed on meteorological information
accumulated from Nigeria. Luminto et al. [35] developed a weather forecasting model for Indonesia
using Linear Regression model for predicting rice cultivation time. Navin et al. [36] created site-specific
prediction models for solar power generation from weather forecasts using ML techniques. They com-
pared numerous regression strategies for producing prediction models, including linear least squares and
support vector machines utilizing multiple kernel functions. Nishe et al. [37] developed a system that
collected data for accurate weather updates and predictions. They developed an Android application and
a device build with Arduino and GPS system which received micro-level data from thousands of users.
Zaman et al. [38] worked on ML-based rainfall prediction system for Bangladesh and he used multi-
ple regression algorithms and showed their comparative performance. Nasimul et al. [39] developed an
ML-based weather analysis model on Los Angeles weather dataset where they used the C4.5 learning
algorithm. They classified different weather events such as normal, rain and fog and applied this C4.5
classification technique. Mohammadi et al. [40] anticipated the dew point temperature on the day by
day scale on various atmosphere conditions applying extreme machine learning algorithms on five basic
atmosphere related highlights, for example, mean air temperature, relative mugginess, environmental
weight, vapor weight, and horizontal global solar radiation. Nasimul et al. [41] developed an SVR based
rainfall prediction model for Bangladesh. His proposed technique outperformed the conventional method
in case of accuracy level for weather data of Bangladesh. Krasnopolsky et al. [42] derived a practical
application of Neural Network (NN) techniques to numerical weather modeling and prediction. They
presented their model using NN as a statistical or ML method to develop vastly accurate and fast emula-
tions for time-consuming model physics components. Ayesha Atta et al. [43] provided a mechanism to
predict the traffic congestion using Artificial Neural Network (ANN) to control or mitigate the blockage
for smoothening the road traffic. They used the Back Propagation algorithm (BPN) for road traffic to
increase the transparency, availability, and efficiency in service to enhance the comfort level of the trav-
elers. The prediction of congestion was operationalized by using BPN to train the NN in their research
work. In [44] Ayesha Atta et al. proposed an intelligent traffic congestion control system using the In-
ternet of Things (IoT) and Fuzzy Logic System (FLS). They utilized RFID readers to sort out the traffic
congestion and the blockage at any intersection of the street. Anwar Saeed et al. proposed an optimal
utilization of cloud resources using BPN and multi-level priority queue in [45]. A hybrid approach has
been proposed with an objective to achieve the maximum resource utilization in cloud computing. They
showed the result in simulation-based on the form of MSE and regression with job dataset comparing
three distinct algorithms Scaled Conjugate Gradient (SCG), Levenberg Marquardt (LM) and Bayesian
Regularization (BR). Areej Fatima et al. [46] proposed an IoT based Plant Factors of Smart City (PFSC)
using Multilayer Fuzzy Logic System (MFLS). They categorized the PFSC into two levels and proposed
an MFLS based Expert System (ES) to categorize the evaluation level of planet factors of the smart city
into low, satisfied or good.
Considering all the above mentioned previous works we focused our research towards a definitive goal.
Most of the previous research works were based on weather forecasting but not all of them had the main
goal to forecast the weather only. Moreover, they used NN or other conventional regression techniques
but didn’t achieve the anticipated results. In contrast, all of the common regression techniques were used
along with some very recent ones. Those algorithms have been applied on the weather dataset collected
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from BMD and actions have been taken to observe the comparisons amongst them to forecast the weather
correctly considering four weather parameters e.g. wind speed, humidity, rainfall and temperature (High
& Low). In this research, we are able to forecast advanced one-year weather parameters of Bangladesh
and compare it with the actual BMD datasets.

2. Methodological Formulation

The methodological formulation can be divided into three sub sections, statistical formulations, algo-
rithm analysis and model formulation & dataset preprocessing.

2.1. Statistical Formulation

To evaluate the performance of the model, some statistical terms were considered. In order to prove
the validity of our model, it has to be proven that the error percentage is low compared to its prediction
accuracy. The following observations are considered:

2.1.1. Mean Absolute Error
The Mean Absolute Error (MAE) is examined to describe the average model-performance error. MAE

is a more natural estimation of average error, and it’s not quite ambiguous. Each of these measures is
dimensioned in that sense that it represents an average model-prediction error in the units of the variable
of interest. These estimations have been used to represent the average difference rather than an average
error. This is done when no set of measures is acknowledged to be the most reliable [47]. The calculations
of MAE is comparatively simple. It involves summing the absolute error of the errors obtained in the
total error and then dividing the total error by n. To simplify, it is assumed that there are n samples of
model errors ∈ measured as (ei, i = 1, 2, 3. . . n). The uncertainties brought in by observation errors or
the procedure to compare model and observations are not considered here. The error sample rate ∈ is
unbiased. It is assumed that x = xi|i = 1, 2, . . . . . . , n and y = yi|i = 1, 2, . . . . . . ., n are two finite length
discrete samples where n is the number of total sample and xi and yi are the values of the ith sample in x
and y, respectively. The MAE can be calculated for the data set as follows [48]:

MAE =
1

n

n∑
i=1

|xi − yi| (1)

2.1.2. Mean Squared Error
The Mean Squared Error (MSE) has been one of the dominant quantitative performance evaluation

metrics in the field engineering. Its ubiquitous design makes it preferable to choose to optimize the
performance of the algorithms. Although this metric was used to evaluate the performance of our model,
it is widely used in evaluating the work rate of signal processing algorithms. It provides a quantitative
score that describes the degree of fidelity or the level of distortion between them. It is assumed that
one sample is pristine whether the other one is not. We assume that x = xi|i = 1, 2, . . . . . . , n and y =
yi|i = 1, 2, . . . . . . ., n are two finite length discrete samples where n is the number of total sample and xi

and yi are the values of the ith sample in x and y, respectively. The MSE between these data is as follows
[49]:
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MS E =
1

n

n∑
i=1

|(xi − yi)|2 (2)

2.1.3. Mean Absolute Percentage Error
The Mean Absolute Percentage Error (MAPE) is a measure of the efficacy of regression models.

The optimal MAPE model can be proved and the universal consistency of empirical risk minimization
can be shown based on the MAPE. The best model under the MAPE is almost equivalent to doing
weighted MAE regression. Basically, classical regression models are acquired by choosing a model
that minimizes an empirical estimation of the MSE. Due to robustness MAPE is chosen along with
MAE for being regression quality measurement metric. It is assumed that x = xi|i = 1, 2, . . . . . . , n and
y = yi|i = 1, 2, . . . . . . ., n are two finite length discrete samples where n is the number of total sample
and xi and yi are the values of the ith sample in x and y, respectively. Where, n is the total number of
samples or data. It can be illustrated that the formula of MAPE is given as follows [50]:

MAPE =
1

n

n∑
i=1

∣∣∣∣ xi − yi

xi

∣∣∣∣ (3)

2.2. Algorithm Analysis

Basically, regression is a statistical approach to find the relationship between variables. In ML this is
used to predict the consequence of an event depending on the relationship between variables acquired
from the dataset. It is termed as one of the simplest supervised ML algorithms. These regression algo-
rithms are used to predict the response variable set off explanatory variables. On the other hand, the term
‘Boosting’ is used to refer to a family of algorithms which can convert weak learners to strong learners.
To convert the weak learners to strong learners, the predictions of each weak learners are combined using
the methods like an average/weighted average of the prediction which has a higher vote.

2.2.1. KNN
k-Nearest Neighbors or KNN is a non-parametric method which is used for both classification and

regression-type problems. In the case of KNN regression, the output is the property value for the object.
This value is the average of the values of k nearest neighbors. It is a sort of instance-based learning or
lazy learning, where the functions are only predicted locally and all the computations are deferred. It is
supposed to be the simplest of all ML algorithms. The KNN algorithm is used for estimating continuous
variables. It uses a weighted average of the k nearest neighbors, weighted by the inverse of their distance.
First of all, the Euclidian or Mahalanobis distance is computed from the query example to the labeled
examples. Then the labeled examples are ordered by increasing distance. To the next step, it is tried to
find a heuristically optimal number of k of nearest neighbors, based on the values of Root Mean Squared
Error (RMSE). This is done using cross-validation. In the end, an inverse distance weighted average is
calculated with the k-nearest multivariate neighbors [51].

2.2.2. AdaBoost
Adaptive Boosting or shortly AdaBoost is the first practical boosting algorithm. It converts a set of

weak classifiers into a strong one. It can be used in conjunction with other types of learning algorithms.
The output of the other algorithms is combined into a weighted sum that represents the output of the
boosted algorithm. Although, AdaBoost is sensitive to noisy data and outliers. In some cases, it can be
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less credulous to the overfitting problem than other learning algorithms. The final equation for AdaBoost
is represented as follows [52]:

F(x) = sign(

M∑
m=1

Ωm fm(x)) (4)

Where fm represents the mth weak classifier and Ωm is the corresponding weight. It is exactly the
weighted combination of M weak classifiers.

2.2.3. SVR
Support Vector Regression or SVR is based on statistical learning theory. It is widely used in both

classification and regression types problems. Its most efficiency is observed in forecasting in financial
data and time series prediction. The SVR must use a cost function to measure the estimated risk in
order to lessen the regression error. One might choose a loss function to calculate the cost from least
module loss function, quadratic loss function, etc. The insensitive loss function exhibits the sparsity of
the solution. It contains a fixed and symmetrical margin term. It runs into the risk of overfitting the data
with poor generalization if the margin is either zero or very small. On the contrary, if the margin tends
to be large, it gains a better generalization at the risk of having a higher testing error. Generally, the
estimation function in SVR takes the following form [53]:

f (x) = (ω.φ(x)) + b (5)

In Eq. 5, (.) denotes the inner product in Ω, a feature space of possibly different dimensionality such
that ω : X → Ω and b ∈ R. The other two parameters, ω and b can be determined from the training
dataset by minimizing the regression risk based on the estimated risk.

2.2.4. Bayesian Ridge
Bayesian Ridge regression technique can be used to include regularization parameters in the estima-

tion procedure. The regularization parameter is not set in a hard sense but tuned to the data at hand.
This can be done by introducing uninformative priors over the hyperparameters of the model. The L2

regularization used in ridge regression is supposed to be equivalent to finding a maximum a posteri-
ori estimation under a Gaussian prior over the parameters ω with the precision λ−1. Instead of setting
lambda manually, it’s treated as a random variable to be estimated from the data. A probabilistic model
of the regression problem is estimated in Bayesian Ridge. The prior for the parameter ω is given by a
spherical Gaussian. The general formulation for Bayesian Ridge is done as follows [54]:

p(ω|λ) = N(ω|θ, λ( − 1)Ip) (6)

The priors over α and λ are chosen to be gamma distributions, the conjugate prior for the precision of
the Gaussian. The resulting model is called Bayesian Ridge Regression which is similar to the classical
Ridge. The parameters ω, α, and λ are calculated jointly during the fit of the model. The remaining other
hyperparameters are the parameters of the gamma priors over α and λ. These are usually chosen to be
non-informative and are calculated by maximizing the marginal log-likelihood.

2.2.5. Linear Regression
Linear Regression is a very commonly used method for predictive analysis. It attempts to model the

relationship between two variables by fitting a linear equation to observed data. Here, one variable is
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considered as an explanatory variable and the other is assumed as a dependent variable. It would be
first determined that there exists a relationship between the variables of interest or not. If there is no
correlation between the assumed explanatory and dependent variables, then fitting a linear regression
model will not bring any fruitful conclusion. The correlation coefficient is considered to be one of the
most valuable numerical measures of association between two variables which resides between -1 and
1 indicating the strength of the association observed data for the two variables. This may form the
following equation [55]:

Y = a + bX (7)

Where X and Y correspondingly refer to the explanatory variable and the dependent variable. b is
considered to be the slope of the line, and a is the intercept (the value of y when x = 0).

2.2.6. GB
Gradient Boosting or Gradient Tree Boosting is a generalization or further development of AdaBoost.

This statistical framework cast boosting as a numerical optimization problem where the objective is
to minimize the loss of the model by adding weak learners using a gradient descent like procedure.
This sorts of algorithms were defined as a stage-wise additive model. This is done as one new weak
learner is added at a time and existing weak learners in the model are frozen and left unchanged. This
generalization allowed arbitrary differentiable loss function to be used, which strengthens the technique
to support regression, multi-class classification and more. The general formula for the GB can be stated
as follows [56]:

Fm+1(x) = Fm(x) + h(x) = y (8)

Where m is each stage, Fm is some imperfect model, y is the output variable, and h is an added estimator
to provide a better model.

2.2.7. XGBoost
XGBoost is one of the widely used ML algorithms. It can be used for supervised learning tasks like

regression, classification, and ranking. It is developed on the principles of the GBM framework and
designed to push the extreme of the computation limits of machines to provide a scalable, portable and
accurate outcome. For a given data set with n examples and m features D = (xi, yi)(| D |= n, xi ∈
Rm, yi ∈ R), a tree ensemble model, uses K additive functions to predict the output [57].

yi = φ(xi) =

K∑
k=1

fk(xi), fk ∈ F (9)

Where F = { f (x) = ωq(x)}(q : Rm → T, ω ∈ RT ) is denoted as the space of the regression trees.
Apart from that, q represents the structure of each tree which maps an example to the corresponding leaf
index, T is the number of leaves, fk denotes to an independent tree structure q and leaf weights ω. Each
regression tree contains a continuous score on each of the leaf, where ωi is used to represent score on
the ith leaf.

2.2.8. CatBoost
CatBoost is a recently developed open-sourced ML algorithm from Yandex. It can be integrated with

deep learning frameworks like Google’s TensorFlow or Apple’s CoreML without any hazards. It can
work with different types of data and cooperates to solve a wide range of problems that we face today. It
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provides the best accuracy in two ways. Firstly, it yields the state of the art results without any extensive
data training which is required by other ML models. It can provide enormous support for the descriptive
data formats. This works well with multiple categories of data e.g. audio, text, image, and historical
data. CatBoost works better where categorical features play a vital role. But it takes up a bit longer
training time than GBM while its prediction time is faster than other algorithms. Its general formula can
be formed as [58]:

Fm(x) = F(m− 1)(x) + γmhm(x) (10)

γm = arg min
n∑

i=1

L(yi, F(m− 1)(xi) + γhm(xi)) (11)

In Eq. 10 and 11, Fm(x) is the final output, L is the loss function, m is the number of iterations, hm(x)
is the pseudo-residuals, and γm is the multiplier

2.2.9. DTR
Regression models can be built in the form of a tree structure using DTR (Decision Tree Regression).

Initially, a dataset is broken into small and smaller subsets and at the same time, an associated decision
tree is developed in the incremental order which results in decision nodes or leaf nodes. Usually, a
decision node has two branches, each representing values for the attribute tested. Whether the leaf node
represents a decision on the numerical target. The topmost decision node in a tree which is referred to as
the best predictor is called the root node. It can be stated that decision trees can handle both categorical
and numerical data. The ID3, C4.5, and CART algorithms are used to construct a decision tree for
regression by replacing information gain with standard deviation reduction. ID3 involves top-down and
greedy search through the space of possible branches with no backtracking [59].

2.3. Model Formulation & Dataset Preprocessing

The collected raw dataset from BMD was preprocessed and a lot of cleaning was required to convert
it from semi-structured dataset to structured dataset and prepared for the implementation of our desired
model. We considered the data of the time period of 2012 to 2018 as we wanted to obtain the most
possible suitable output for Bangladesh for the most recent weather data. After completing the prepro-
cessing of the dataset initially we had 2 separate datasets in CSV file, one for 2012-2017, for training
and testing the model and another one for 2018 to make the forecasting where each dataset had 4 specific
parameters e.g. wind speed, rainfall, humidity, and temperature (low and high). We conducted our re-
search on this preprocessed dataset and later compared all the outcomes for better predictions. Provided
data had the category as rainfall (millimeter), humidity (percentage of water in the air), wind speed
(kilometer per hour), temperature (degree Celsius). The weather data was collected from 33 weather
stations across Bangladesh which stations are considered the core government-controlled weather sta-
tion of Bangladesh. Each data file had a similar column structure having a year, month, day and other
corresponding parameter values. Basically, long-range forecasting can be divided into 4 categories, (a)
periodicity approach (b) correlation approach (c) extended synoptic approach and (d) dynamical ap-
proach [60]. BMD is a government agency for weather prediction in Bangladesh. In 2007 BMD first
introduced statistical forecast system based on ensemble technique [61, 62]. Although their predictions
were acceptable that was always dependent on some specific predictors. However, we tried to put it
one-step forward through our research. After preprocessing and dataset cleaning to make it structural
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dataset, the raw dataset was split into two parts, one for training data and another one for testing data.
The model would be trained up using these regression-based learning algorithms in the training dataset.
Next, the performance would be tested for the testing dataset for specific algorithms to match its learning
and prediction level compared to the training dataset. In the first case of training and testing the model,
we used the first dataset file which contains the weather data for the years between 2012 and 2017. We
used the second dataset file containing weather data of 2018 to forecast the weather and match it with
collected data. This forecasting performance was monitored later.

Fig. 1. ML-based weather forecasting model for weather parameters (rainfall, humidity, wind speed, low temperature, and high
temperature) for Bangladesh.

Fig. 2. The workflow of the ML Unit.

Figure 1 illustrates the block diagram for the weather forecasting model of Bangladesh using ML-
based techniques. Here, several blocks play different roles. The sensor unit usually consists of different
sensors (a.k.a. humidity sensor, temperature sensor, wind speed detector, rainfall detector, etc.) to eval-
uate the initial values of weather parameters over a specific period of time. Usually, these data are
collected via weather stations established in several places across the country. The raw data is collected
and stored in the database. The ML unit plays its role in raw data and finally provides the output. Mul-
tiple ML algorithms (a.k.a. KNN, XGBoost, GB, DTR, AdaBoost, SVR, Linear Regression, Bayesian
Ridge, and CatBoost) have been applied separately as separate models. Specific models perform these
specified actions according to the structure of the algorithm and then provides the output to the next
unit. They have been selected to build specific models of each algorithm and combined together to form
a unique ML-based model for weather forecasting. These algorithms have been selected as they show
better performance in case of analyzing weather data. In the end, the final output can be monitored by
the Performance Evaluation Unit. Several attributes have been defined to evaluate the performance (e.g.
prediction, MAE, MSE, and MAPE). Based on the performance of each algorithm the best algorithm
has been selected for each problem or each weather forecasting parameter. Figure 2 is the complete
pictorial view of the ML Unit. At first, the dataset is entered and the problem is defined. Theoretically,
defining problems means what we need to do with the raw data, what we want to calculate, what kind
of knowledge or features can be extracted. As weather forecasting from raw weather data is a regres-
sion type problem, the goal has been fixed to predict the specified weather parameters. Here, at first, we
have decided what to evaluate from these data. Initially, four weather parameters have been selected to
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forecast using this model. Those four parameters are rainfall, wind speed, humidity, and temperature.
Eventually, the temperature is predicted splitting into two parts e.g. high temperature and low temper-
ature. Required preprocessing is done to prepare the dataset. The missing values are repaired and the
garbage values are removed via the preprocessing method. The proper algorithm is selected which is
suitable for our data. The preprocessed data is split into two types e.g. (i) training the dataset and (ii)
testing dataset. Then the model is trained with the training dataset and finally, it is tested using the testing
dataset. Usually, the model shows better performance with training data while being trained up. On the
other hand, if it learns well from the training data then it provides better output for testing data too. The
output performance is observed comparing the performance of the model with the testing dataset. If its
performance does not deviate too much from the performance with training data then its performance is
considered satisfactory. Otherwise, the model needs to be changed or the algorithms should be changed
or more data may be required or columns in the dataset should be selected properly for the evaluation.

3. Performance Evaluation

Performance Evaluation can be divided into two categories e.g. weather parameter analysis and fore-
casting analysis.

3.1. Weather Parameter Analysis

The embraced metrics of weather dataset covers the following information about weather and climate:

3.1.1. Wind Speed
The air movement at a particular point is shown by this parameter. It gives an idea with respect to the

situation of low and high-pressure regions. In the occasion that breeze speed expands, it is an indication
of fortification of pressure systems. It brings cool or hot air from the spot of root or from the spots
through which they pass. By definition, Wind speed, or wind stream speed, is an essential barometrical
amount brought about via air moving from high to low weight, normally because of changes in temper-
ature. Note that breeze bearing is normally practically parallel to isobars (and not opposite, as one may
expect), because of Earth’s turn. Wind speed influences climate anticipating, aeronautics, and oceanic
activities, development ventures, development and digestion rate of many plant species, and endless
different ramifications [63, 64]. Wind speed is presently ordinarily estimated with an anemometer, how-
ever, can likewise be arranged to utilize the more seasoned Beaufort scale, which depends on close to the
home perception of explicitly characterized breeze impacts [65]. From the given climate dataset, we can
incorporate the yearly, monthly and daily average of wind speed for 2012 to 2017 which is represented
in Figure 3, Figure 4 and Figure 5. From Figure 3, it can be seen that in 2015, the average wind speed
is a little bit of low and peaks the highest value in 2017. The wind speed is high between the months from
April to July but rapidly decreases afterward. The wind speed at its lowest value between the months
from October to December. It can be observed from Figure 4. From the observation from Figure 5, it
can be seen that wind speed is highest at the later stage of a month.

3.1.2. Rainfall
Rainfall is a key element of climate and plays a vital role in weather forecasting. Apart from that,

it affects the ecosystem heavily and the agriculture-based economy is vastly dependent on rainfall. As
per definition, rain is fluid water as beads that have consolidated from climatic water vapor and after-
ward turned out to be sufficiently substantial to fall under gravity. Rain is a noteworthy segment of the
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Fig. 3. Yearly average wind speed for the given dataset.

Fig. 4. Monthly average wind speed for the given dataset.
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Fig. 5. Daily average wind speed for the given dataset.

water cycle and is in charge of storing the greater part of the new water on the Earth. It gives reason-
able conditions to numerous sorts of biological systems, just as water for hydroelectric power plants and
yield water system. The significant reason for rain creation is dampness moving along three-dimensional
zones of temperature and dampness contrasts known as climate fronts. In the event that enough damp-
ness and upward movement are available, precipitation tumbles from convective mists (those with solid
upward vertical movement, for example, cumulonimbus (thunder mists) which can sort out into tight
rain bands. In rugged regions, overwhelming precipitation is conceivable where the upslope stream is
expanded inside windward sides of the territory at rising which powers soggy air to gather and drop out
as precipitation at the edges of mountains. On the leeward side of mountains, desert atmospheres can
exist because of the dry air brought about by downslope stream which causes warming and drying of the
air mass. The development of the rainstorm trough, or intertropical union zone, conveys stormy seasons
to savannah climes [66–68]. From our dataset, we can calculate the yearly, monthly and daily average
of rainfall of Bangladesh. Here, Figure 6, Figure 7 and Figure 8 respectively correspond to the yearly,
monthly and daily average rainfall across the country during the time period of 2012 to 2017. The least
amount of rainfall was in 2016 which is found from Figure 6 and the amount is approximately 1.75 mm.
On the other hand, the highest amount of rainfall was nearly less than 3.50 mm which was recorded in
2015 and that also can be depicted from Figure 6. It can be noticed from Figure 7 that highest amount of
average monthly rainfall is recorded from May to July. Although, it slowly starts to decrease after June
and obtains the highest peak exactly in June. The least amount of monthly average rainfall is recorded
in two several time frames e.g. January to February and November to December. In the end, it can be
illustrated from Figure 8 that the highest peak of daily average rainfall is achieved in the first five later
and the lowest peak is achieved in the later five days that means 6th to 10th day of the month.

3.1.3. Humidity
Humidity is the measure of water vapor present noticeable all around. Water vapor, the vaporous

condition of water, is commonly imperceptible to the human eye. Moistness shows the probability for
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Fig. 6. Yearly average of rainfall for the given dataset.

precipitation, dew, or haze to be available. The measure of water vapor expected to accomplish immer-
sion increments as the temperature increments. As the temperature of a package of air diminishes it will,
in the end, achieve the immersion point without including or losing water mass. The measure of water
vapor contained inside a package of air can fluctuate fundamentally. Existing water at different ratios
in the water vapor in our climate is defined as humidity. The surface temperature would be a lot less
than present ones if there would be no water vapor in the environment [69]. Three essential estimations
of humidity are generally utilized: total, relative and explicit. Total mugginess portrays the water sub-
stance of the air and is communicated in either gram per cubic meter or grams per kilogram. Relative
mugginess, communicated as a rate, demonstrates a current situation with total stickiness in respect to
most extreme dampness given a similar temperature. Explicit mugginess is the proportion of water vapor
mass to add up to sodden air bundle mass [70, 71]. Yearly, a monthly and daily average of humidity can
be calculated from our given dataset which is depicted in Figure 9, Figure 10 and Figure 11. These
figures are generated based on the given dataset for the years between 2012 and 2017. It can be stated in
Figure 9 that highest 77% humidity is obtained in the time period between 2012 and 2013 and decay is
noticed afterward. The lowest peak is achieved in 2015 which is nearly 73% humidity and later a grad-
ual increase is found. From Figure 10, it can be mentioned that the highest amount of 85% humidity is
recorded in July and the lowest amount is recorded in February which is less than 65% humidity. Apart
from these, it can be observed from Figure 11 that the highest amount of humidity is obtained in the last
five days of months and the least amount is found in the middle of months which is the specifically 14th

day of the month.

3.1.4. High Temperature
Like most of the other weather parameters, high temperature also contains the distinct feature of yearly

summation of high temperature. The high-temperature gauge for the present day is determined utilizing
the most elevated temperature found between 7 pm that night through 7 am the next morning. In this
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Fig. 7. Monthly average of rainfall for the given dataset.

Fig. 8. Daily average of rainfall for the given dataset.
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Fig. 9. Yearly average of humidity for the given dataset.

Fig. 10. Monthly average of humidity for the given dataset.
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Fig. 11. Daily average of humidity for the given dataset.

way, to put it plainly, the present gauge high is in all probability tomorrow’s high temperature [72, 73].
The yearly, monthly and daily average high temperature for the years 2012 to 2017 is illustrated in the
following Figure 12, Figure 13 & Figure 14. From Figure 12, it can be depicted that the highest peak
for high temperature is recorded for 2016 and the recorded high temperature is 30.75 degree Celsius.
Apart from this, the lowest peak is found at the start of 2012 and the accumulated high temperature is
29.50 degree Celsius. It can be demonstrated in Figure 13 that the highest peak above 32 degree Celsius
is achieved in May and the lowest value is obtained at the start of January which is less than 26 degree
Celsius. It can be described from Figure 14 that the highest value for the daily high temperature is
gained between the 10th and 15th day of the month. In this case, the lowest value is recorded in the later
stages of the month meaning that on the 30th day of the month or later.

3.1.5. Low Temperature
In case of low temperature, it does not differ from the previous one comparing to having features.

Likewise, it also contains the factor: Yearly summation of low temperature. Similarly, the low tempera-
ture can also be defined in the same manner. The low-temperature measure for the present day is resolved
using the most raised temperature found between 7 pm that night through 7 am the following morning.
Along these lines, basically, the present gauge low is no doubt tomorrow’s low temperature [74]. Figure
15, Figure 16 & Figure 17 depicts the average low-temperature correspondingly for the yearly, monthly
and daily basis. The estimated measure of yearly average low temperature can be detailed from Figure
15 where the highest value of 23 degree Celsius is recorded in 2016 and the lowest one of 22.30 degree
Celsius is found in 2014. From Figure 16, it can be ascribed that the highest value of 26 degree Celsius
of low temperature is obtained from May to September and the lowest value is found in the start of
January which value is less than 16 degree Celsius. It is found from Figure 17 that the highest value of
low temperature is found on the 30th day of months and the value is greater than 23 degree Celsius. On
the other hand, the lowest value for low temperature is recorded just after the 25th day of the month and
its value is assumed to be way less than 22.40 degree Celsius.
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Fig. 12. Yearly average of high temperature for the given dataset.

Fig. 13. Monthly average of high temperature for the given dataset.

3.2. Forecasting Analysis

Multiple regression-based ensemble algorithms were used to observe the performance of our desired
model. Initially, the weather dataset is in CSV file and Python 3.6 programming language has been used
for the analysis and forecasting. This dataset contained the weather data and statistics of Bangladesh
for the time period during 2012-2017. This dataset was to train and test the model. After preprocessing,
the dataset was split randomly into training and testing dataset to train the algorithms and to analyze
their performances at random split. To demonstrate the performance of the statistical model we set
three distinct factors to measure: MAE, MSE, and MAPE to check the performance of each algorithm
have been used to illustrate this statistical model. Apart from that, predictions were also represented
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Fig. 14. Daily average of high temperature for the given dataset.

Fig. 15. Yearly average of low temperature for the given dataset.

graphically for each algorithm compared between the training data (represented as actual value) and
testing data (represented by the predicted value).

From Table 1, we can analyze the statistical data for wind speed. From the MAPE values, we can
identify that DTR shows more errors in predicting than other algorithms. Consequently, the MSE and
MAE values are greater than others for DTR. On the contrary, CatBoost shows better performance in
case of showing least error in prediction making which is verified by the MAPE, MSE and MAE values.
AdaBoost and GB show similar kinds of performance respectively closer to DTR and CatBoost. Rest
shows moderate performance and their statistical values lie between CatBoost to DTR.

From Figure 18, the performance of our used algorithms can be observed. Here, blue lines indicate
the actual prediction which is done with training data. The red-colored predicted line shows the output
for testing data. 50 observations (X-axis) were taken randomly to predict the wind speed which is plotted
on the Y-axis. These curves show that our model learned well enough to predict in the test data. For each
and every case every algorithm showed solid performance and predicted well in testing data compared to
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Fig. 16. Monthly average of low temperature for the given dataset.

Fig. 17. Daily average of low temperature for the given dataset.

Table 1
Statistical analysis for wind speed for the 2012-2017 dataset.

Algorithms MAE MSE MAPE
KNN 2.94 16.18 34.83%
XGBoost 2.79 15.48 33.02%
GB 2.78 14.91 32.85%
DTR 3.44 24.20 40.62%
AdaBoost 3.22 17.82 38.10%
SVR 3.11 17.38 36.81%
Linear Regression 3.04 16.52 35.90%
Bayesian Ridge 3.03 16.57 35.78%
CatBoost 2.71 14.65 32.04%
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Fig. 18. Performance comparison for randomly split training data and testing data for fifty observation for wind speed prediction
using nine ML algorithms(KNN, BR, LR, AdaBoost, GB, XGBoost, CatBoost, DTR, SVR).

the training data. This shows the efficacy of our chosen algorithms for our selected dataset. The model
learned well and implemented the learning properly on the testing dataset. Then we considered the
second dataset file which contained the weather data of 2018. This dataset will be used for forecasting
with the previous algorithms. This dataset will be used for comparisons the actual values with the ML
algorithms forecasted values for wind speed in 2018. The forecasting has been observed on a monthly
and daily basis.

From Table 2, we can observe the statistical analysis for the forecasting by our model. A noticeable
fact arises that DTR showed excellent performance for wind speed forecasting whether it was not that
much fruitful for random 50 observations in Table 1. It can be defined as that the method of DTR is
a quality analysis and forecasting method, most frequently utilized in technology [75]. Therefore, in
the case of forecasting and having sufficient data DTR shows better performance than others do. Apart
from DTR, other algorithms showed moderate performance in wind speed forecasting and their MAE,
MSE and MAPE are quite similar compared to Table 1. Their error percentage values approximately
fall in 28% to 36%. Similarly, we can observe the monthly and daily prediction of wind speed for
each day of the year. The performance was showed comprising off all the algorithms we used later
compared with the conventional value. Figure 19 and Figure 20 depicts the forecasting of wind speed
for a monthly and daily basis. Figure 19, illustrates the monthly forecasting of wind speed across the
country whether Figure 20 demonstrates the prediction of the daily wind speed for each day of the
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Table 2
Statistical analysis for wind speed for the 2018 dataset.

Algorithms MAE MSE MAPE
KNN 3.42 20.27 35.04%
XGBoost 2.92 13.62 29.89%
GB 2.90 12.99 29.66%
DTR 0.37 2.09 3.78%
AdaBoost 3.50 17.86 35.84%
SVR 3.51 21.60 35.90%
Linear Regression 3.51 20.24 35.96%
Bayesian Ridge 3.51 20.07 35.89%
CatBoost 2.82 12.97 28.82%

year. On both occasions, our proposed model forecasted quite closely to the original values. Most of the
algorithms were to the point to predict accurately regarding the corresponding wind speed which verifies
the stability of our model.

Fig. 19. Forecasting of wind speed for each month of the year for all algorithms compared to original values.

Figure 19 and Figure 20, both figures represent the forecasting performance of our ML-based model
where the efficacy of the regression algorithms is noticed. The output shows quite similar performance
in case of predicting which proves the reliability of our statistical model. It can be stated from Table 1
that our model learned well from the training data and the degree of learning was examined via observ-
ing its performance on testing data. It can be stated from Table 2 that statistical analysis verifies the
effectiveness of our weather forecasting model as it could successfully predict the wind speed compared
to the actual value.

Table 3 represents the statistical analysis of rainfall for the given dataset of the year 2012-2017. The
values of MAE, MSE, and MAPE were measured based on the testing dataset which indicates the learn-
ing efficiency of the model. From these measured values we can notice that AdaBoost, Linear Regression
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Fig. 20. Forecasting of wind speed for each day of the year for all algorithms compared to original values.

Table 3
Statistical analysis for rainfall for the 2012-2017 dataset.

Algorithms MAE MSE MAPE
KNN 81.42 17019.17 39.72%
XGBoost 73.20 13353.92 35.71%
GB 72.67 13208.35 35.46%
DTR 95.78 33014.21 46.73%
AdaBoost 132.29 28352.98 64.67%
SVR 71.88 15054.07 35.07%
Linear Regression 124.30 29875.61 60.65%
Bayesian Ridge 124.27 29873.45 60.63%
CatBoost 67.49 11657.74 32.93%

and Bayesian Ridge showed much more error compared to other algorithms in case of predicting rain-
fall. Point to be noted that AdaBoost showed the most percentage of error which was approximately
64.67% obtained from MAPE. Initially, the algorithms were trained with train data and later tested us-
ing testing data. Amongst all these algorithms CatBoost showed comparatively better performance in
case of showing error percentage whose MAPE value was 32.93% and apart from this, rest of the algo-
rithms showed moderate and quite satisfactory performance whose MAPE values were 39.72%, 35.71%,
35.46%, 46.73% and 35.07% respectively for KNN, XGBoost, GB, DTR, and SVR.

Figure 21 depicts the performance comparisons between training and testing data for each of the
algorithms. Here the comparisons show that algorithms were properly trained as the blue colored curve
determines the actual prediction in training data. Whether the red colored curve expressed the prediction
in testing data. From both of the curves, it can be said that the machine-learned properly in order to
predict the rainfall which is proved by the output of testing data. The predicted result was almost equal
to the actual result of the training data.
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Fig. 21. Performance comparison for randomly split training data and testing data for fifty observation for rainfall prediction
using nine ML algorithms(KNN, BR, LR, AdaBoost, GB, XGBoost, CatBoost, DTR, SVR).

Table 4
Statistical analysis for rainfall for the 2018 dataset.

Algorithms MAE MSE MAPE
KNN 87.33 23173.56 46.13%
XGBoost 81.52 19049.68 43.07%
GB 82.67 19480.34 43.67%
DTR 5.17 944.20 2.73%
AdaBoost 159.99 44107.76 84.54%
SVR 86.91 34323.65 45.91%
Linear Regression 121.73 36339.33 64.31%
Bayesian Ridge 121.67 36335.82 64.28%
CatBoost 69.90 14575.92 36.93%

Table 4 is the statistical analysis of the rainfall in case of forecasting for 2018. From the values of
MAE, MSE, and MAPE we can notice that DTR performs exceedingly well in forecasting having MAPE
of just 2.73% like it did outperform other algorithms in forecasting wind speed. So it proves again that
DTR plays a vital role in forecasting due to its structure and algorithm’s tree construction. Like the
training and testing data AdaBoost showed the least effective performance having the most error per-
centage of MAPE value which was approximately 84.54%. This was a huge margin considering the
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scale it was utilizing in forecasting. Linear Regression and Bayesian Ridge also showed some inconsis-
tent performance having MAPE value of 64.31% and 64.28% which is quite unacceptable observing the
performance of other algorithms. Apart from that other algorithms showed moderate performance and
their MAPE values were 36.93%, 45.91%, 43.67%, 43.07%, 46.13% respectively for CatBoost, SVR,
GB, XGBoost, and KNN.

Fig. 22. Forecasting of rainfall for each month of the year for all algorithms compared to original values.

Fig. 23. Forecasting of rainfall for each day of the year for all algorithms compared to original values.

Figure 22 and Figure 23 illustrates the rainfall forecasting performance of our regression-based
ML-model. Here Figure 22 shows the monthly forecasting of rainfall for 2018 based on their previous
experience from training and testing data. It clearly showed that AdaBoost did not show coherent perfor-
mance along with other algorithms where SVR also lagged behind others in case of predicting the exact
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Table 5
Statistical analysis for humidity for the 2012-2017 dataset.

Algorithms MAE MSE MAPE
KNN 1.29 2.83 1.71%
XGBoost 0.013 0.0015 0.0178%
GB 0.0015 1.92 0.0201%
DTR 0.009 0.009 0.012%
AdaBoost 0.704 0.84 0.93%
SVR 0.031 0.0015 0.041%
Linear Regression 2.18 6.37 2.866 × 10−14%
Bayesian Ridge 3.21 1.85 4.255 × 10−12%
CatBoost 1.24 2.76 1.64%

value. In the case of Figure 23, we can notice the daily basis annual rainfall forecasting by our model.
It illustrates the combined performance of each algorithm in case of forecasting rainfall on a daily basis
of the year. Both figures demonstrate the forecasting performance of our ML-based model where the
efficiency of the regression algorithms is visibly noticed. The output shows quite similar performance in
case of predicting which proves the stability of our statistical model.

From Table 5, we obtain some impressive results for the statistical analysis for testing data after
being trained up. All the algorithms showed almost a hundred percent accuracy in predicting in testing
data ignoring the negligible amount of error percentage. The MAE, MSE and MAPE values were too
small that we can come to a conclusion that the algorithms learned fully based on the training data and
implemented that acquired knowledge successfully on the testing data. Statistically, this statement is
proved by the values obtained in Table 5.

It can be demonstrated in Figure 24 that we hardly can separate the curves for prediction in training
data and testing data. Most of the cases the actual and predicted lines were overlapped which signifies
that the algorithms absorbed the knowledge from the training data properly and implanted it in case of
testing data. The obtained statistical values in Table 5 is a mirror reflection of what we achieved in 24.
Table 6 can be developed to observe the statistical analysis of forecasting performance in case of the
dataset of 2018. Here it is noticed that Table 6 almost resembles Table 5. The values of MAE, MSE,
and MAPE were too much negligible in case of forecasting. Significantly, DTR again topped all of the
algorithms in this close contest of forecasting. DTR completely had zero errors which made it impressive
to count as a perfect regression algorithm to be used in humidity forecasting.

From Figure 25 and Figure 26 we can obtain the monthly and daily humidity forecasting of the
year. These two figures significantly reflect what has been achieved in Figure 24, Table 5 and Table
6. The error percentages are too much negligible that we can rarely distinguish the curves of different
algorithms. But it carries a huge significance in case of showing the worth of our model. It can be
stated that regression-based algorithms hardly put any error in humidity forecasting. We can obtain
almost complete accuracy in these algorithms for humidity forecasting which is verified by both of these
figures.

Table 7 and Table 8 establishes a verity that regression algorithms show optimum output in case of
predicting high temperature. Here Table 7 sets the standard for an initial dataset for testing data based
on training data while Table 8 showed performance for the second dataset for forecasting. In both cases,
the values of MAE, MSE, and MAPE were very much negligible which proved the authenticity of this
model in high temperature predicting. In a nutshell, it can be stated that regression-based ML algorithms
provide almost errorless prediction.
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Fig. 24. Performance comparison for randomly split training data and testing data for fifty observation for humidity prediction
using nine ML algorithms(KNN, BR, LR, AdaBoost, GB, XGBoost, CatBoost, DTR, SVR).

Table 6
Statistical analysis for humidity for the 2018 dataset.

Algorithms MAE MSE MAPE
KNN 1.82 2.29 1.59%
XGBoost 0.013 0.0011 0.0176%
GB 0.0021 3.26 0.00278%
DTR 0 0 0%
AdaBoost 0.93 1.39 1.25%
SVR 0.0293 0.0013 0.04%
Linear Regression 1.67 4.47 2.25 × 10−14%
Bayesian Ridge 3.28 1.67 4.42 × 10−12%
CatBoost 1.10 2.06 1.49%

Figure 27 depicts the similar scenario that we encountered previously for humidity prediction. As
the error percentage was minimal for all the algorithms, so the actual and predicted curves overlapped
mostly. Due to less error percentage in MAPE values and moreover the MAE and MSE values were also
significantly less than conventional methods which promise an opportunistic model for high-temperature
forecasting. All the algorithms we used in our model showed sheer corrosiveness which bolstered the
claim of a most authentic high-temperature model for Bangladesh. Similarly, we can obtain the monthly
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Fig. 25. Forecasting of humidity for each month of the year for all algorithms compared to original values.

Fig. 26. Forecasting of humidity for each day of the year for all algorithms compared to original values.

Table 7
Statistical analysis for high temperature for the 2012-2017 dataset.

Algorithms MAE MSE MAPE
KNN 0.79 0.98 2.65%
XGBoost 0.0015 4.82 0.0051%
GB 0.00016 5.16 5.23 × 10−4%
DTR 0 0 0%
AdaBoost 0.24 0.11 0.80%
SVR 0.21 0.11 0.67%
Linear Regression 2.08 6.07 7.03 × 10−14%
Bayesian Ridge 1.16 2.03 3.91 × 10−11%
CatBoost 0.43 0.30 1.44%
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Table 8
Statistical analysis for high temperature for the 2018 dataset.

Algorithms MAE MSE MAPE
KNN 0.78 1.11 2.54%
XGBoost 0.0016 5.51 5.29 × 10−3%
GB 0.00016 5.38 5.05 × 10−4%
DTR 0 0 0%
AdaBoost 0.27 0.13 0.87%
SVR 0.032 0.0016 0.10%
Linear Regression 1.96 × 10−14 5.67 × 10−28 6.36 × 10−14%
Bayesian Ridge 1.18 × 10−11 2.14 × 10−22 3.85 × 10−11%
CatBoost 0.41 0.27 1.30%

Fig. 27. Performance comparison for randomly split training data and testing data for fifty observation for high temperature
prediction using nine ML algorithms(KNN, BR, LR, AdaBoost, GB, XGBoost, CatBoost, DTR, SVR).

and daily high-temperature forecasting observations from our model and compare it with the actual
values which are preserved in the dataset of 2018. It can be noticed from Figure 28 and Figure 29
that the outputs of our used algorithms don’t differ that much from the actual value which ensures the
forecasting accuracy of our model. Figure 28 represents the monthly high-temperature forecast of 2018
whether Figure 29 illustrates the high-temperature forecast for each day of 2018. From Figure 27,



A. Mahabub et al. / An Overview of Weather Forecasting for Bangladesh Using Machine Learning Techniques 29

1 1

2 2

3 3

4 4

5 5

6 6

7 7

8 8

9 9

10 10

11 11

12 12

13 13

14 14

15 15

16 16

17 17

18 18

19 19

20 20

21 21

22 22

23 23

24 24

25 25

26 26

27 27

28 28

29 29

30 30

31 31

32 32

33 33

34 34

35 35

36 36

37 37

38 38

39 39

40 40

41 41

42 42

43 43

44 44

45 45

46 46

Table 9
Statistical analysis for low temperature for the 2012-2017 dataset.

Algorithms MAE MSE MAPE
KNN 0.91 1.37 4.04%
XGBoost 0.00063 4.74 2.85 × 10−3%
GB 0.00021 7.82 8.83 × 10−4%
DTR 0 0 0%
AdaBoost 0.44 0.21 1.97%
SVR 0.033 0.0018 0.15%
Linear Regression 2.41 × 10−14 7.84 × 10−28 1.08 × 10−11%
Bayesian Ridge 1.16 × 10−11 2.08 × 10−22 5.23 × 10−11%
CatBoost 0.42 0.32 1.87%

Table 7 and Table 8, it can be stated that DTR showed the best performance in proving error less
high-temperature forecasting. Apart from DTR, Linear Regression and Bayesian Ridge showed better
performance compared to others.

Fig. 28. Forecasting of high temperature for each month of the year for all algorithms compared to original values.

From the above-mentioned Table 9 and Table 10, we can monitor the statistical analysis and obtained
values of MAE, MSE, and MAPE. Like the high-temperature prediction and forecasting here we also
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Fig. 29. Forecasting of high temperature for each day of the year for all algorithms compared to original values.

Table 10
Statistical analysis for low temperature for the 2018 dataset.

Algorithms MAE MSE MAPE
KNN 0.81 1.21 3.56%
XGBoost 0.00063 4.57 2.78 × 10−3%
GB 0.00016 5.35 7.10 × 10−4%
DTR 0 0 0%
AdaBoost 0.37 0.16 1.62%
SVR 0.04 0.0023 0.18%
Linear Regression 2 × 10−14 6.41 × 10−28 8.81 × 10−14%
Bayesian Ridge 1.17 × 10−11 2.10 × 10−22 5.14 × 10−11%
CatBoost 0.38 0.26 1.65%

found that error percentage is minimal compared to other conventional methods and DTR shows the
best performance amongst all the algorithms. Once again DTR provided zero percentage of error which
established the claim of its being the best algorithm for weather forecasting parameters. Apart from that
Linear Regression, Bayesian Ridge and GB showed the least percentage of error. Comparing both of
these tables we found that KNN provided the most percentage of error in low-temperature forecasting. Its
MAPE values were 4.04% and 3.56% respectively for the initial dataset and 2018’s forecasting dataset.

Figure 30 portrays the comparable situation that we experienced beforehand for high-temperature
expectation. As the error rate was negligible for every one of the calculations, so the real and anticipated
bends covered for the most part. Because of less blunder rate in MAPE values and in addition, the MAE
and MSE values were additionally altogether not exactly traditional strategies which guarantee a shrewd
model for low-temperature anticipating. Every one of the calculations we utilized in our model indi-
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Fig. 30. Performance comparison for randomly split training data and testing data for fifty observation for low temperature
prediction using nine ML algorithms(KNN, BR, LR, AdaBoost, GB, XGBoost, CatBoost, DTR, SVR).

cated sheer destructiveness which supported the case of most credible low-temperature demonstrate for
Bangladesh. Likewise, we can acquire the month to month and day by day low-temperature determining
perceptions from our model and contrast it and the genuine qualities which are saved in the dataset of
2018. It very well may be seen from Figure 31 and Figure 32 that the yields of our utilized calculations
don’t contrast that much from the real esteem which guarantees the gauging exactness of our model. Fig-
ure 31 speaks to the month to month low-temperature conjecture of 2018 whether Figure 32 outlines
the low-temperature estimate of every day of 2018. From Figure 30, Table 9 and Table 10, it tends to be
expressed that DTR demonstrated the best execution in demonstrating errorless low-temperature antic-
ipating. Aside from DTR, Linear Regression and Bayesian Ridge indicated better execution contrasted
with others. KNN showed comparatively more errors than other algorithms in this analysis. Overall,
it is proven with exclusive evidence that ML-based algorithms show better performance in terms of
predicting the wind-speed, rainfall, humidity, high temperature, and low temperature.

4. Conclusion and Future Works

In this paper, it is tried to introduce the regression algorithms in order to handle the uphill task weather
events forecasting including the weather events like rainfall, wind speed, humidity, high and low temper-
ature using the provided climatic information. Our findings suggest that regression-based ML-algorithms
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Fig. 31. Forecasting of low temperature for each month of the year for all algorithms compared to original values.

Fig. 32. Forecasting of low temperature for each day of the year for all algorithms compared to original values.

are capable of predicting weather events with a narrow margin of error rate utilizing the less number of
weather parameters. Our proposed model was trained to forecast those above mentioned specific weather
parameters monthly and daily basis of the year. Initially, the daily, monthly and annual amount of those
weather events were plotted using the recorded data from 2012 to 2017. Later they were trained for all
of those algorithms using the training dataset and were tested using the testing dataset for each of the
specific weather events. Finally, the forecasting was monitored in case of 2018 for the monthly and daily
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basis of the year. The performance was evaluated for four of the mentioned weather parameters and
compared for all of those algorithms. The comparison of the proposed model with many other state-of-
the-art strategies, and the approval of the proposed weather forecasting model on more mind-boggling
and uneven weather dataset with several climate conditions.

For weather forecasting, many techniques and types are available. There is a lot of methods to predict
the weather events e.g. rainfall, humidity, wind speed, high & low temperature. Some are often used
methods (Linear Regression, Bayesian Ridge, and DTR) in case of weather forecasting. Other more fre-
quently used algorithms (SVR, KNN) and rarely used boosting algorithms (GB, XGBoost, AdaBoost,
CatBoost) were also applied to weather data to predict the events successfully. In some cases, one was
proved to be the best and in others, it was the reverse. As a conclusion, it can be said that DTR and
CatBoost methods were almost equivalent in terms of quality of prediction in certain fluctuation con-
dition, but the adaptability of DTR as widespread nonlinear assumption makes them more idea than
CatBoost. Generally, the accuracy of these methods is hugely dependent on the quality of the training
dataset. Actually, considering all the aspects, these methods contain some comparable statistical error.
The execution of the strategies may have more to do with the mistakes revealed in the writing than the
techniques themselves. For instance, when the auto-correlation of the error is decreased white noise for
the similar data sources, SVR or regression trees (DTR) perform in all respects likewise, with no factual
contrasts between them. The other fact is that ensemble methodologies are always better than simple
predictors. In the present paper, an effort has been put to build an ML-based weather forecasting model
for Bangladesh based on a set of regression algorithms that attempt to model high-level abstraction in
data by using the model architecture, with complicated structures or otherwise.

Although, this research area is considered to be a neophyte and enough experiences are not available.
But in the near future, these sorts of models might completely dominate over the conventional meth-
ods which are already in use. Consequently, forecasts obtained via several methods can be measured
to satiate the various requirements. In this paper, it was tried to forecast rainfall, humidity, wind speed,
high and low temperature but in the long run, we can add some other complicated features to the tail.
Some complex features like dew point computing, rain-fog, thunderstorm, rain-thunderstorm, tornado,
rain-tornado, rain-thunderstorm-tornado, fog-rain-thunderstorm, etc. can be extended to the list of pre-
dicting. The question might arise that how they would be assembled together. The appropriate response
is obviously not paltry since the different coming about conjectures show contrasts on numerous focuses.
Besides, some of them will be related to certainty interim which ought to likewise be consolidated.
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